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1 Introduction

Transactions in real estate markets involve search and negotiation processes that often
take months to complete, making real estate a notably illiquid asset class (Piazzesi, Schnei-
der, and Stroebel, 2020). Because housing constitutes a large share of household balance
sheets, housing liquidity has substantial aggregate economic consequences (Garriga and
Hedlund, 2020). While the drivers and effects of the temporal variation in housing lig-
uidity have been extensively documented (see, for example, Ngai and Tenreyro, 2014),
we know little about the spatial variation. This paper documents new stylized facts about
the spatial variation in housing liquidity and shows that it has important implications
for housing prices and welfare.

Liquidity in housing markets refers to the ease of selling a property, typically measured
by the time to sell or the spread between the asking and transaction price. Scarcity of
data has so far limited our knowledge about the spatial variation in housing liquidity.
We fill this gap by building spatial datasets on housing prices and liquidity for cities in
Germany and the United States. We empirically show that with increasing distance to the
city center, housing prices decline, time to sell rises, and the spread between asking and
transaction prices widens — controlling for property characteristics and demographics.
While the result that prices decrease with distance to the city center is established in the
literature (see Duranton and Puga, 2015), we are the first to document that liquidity
also decreases with distance to the city center. Moreover, using online search data, we
show that the number of potential buyers per property decreases with distance to the
city center, reflecting lower market tightness.

To rationalize our empirical results, we build a structural model of housing search



within a city. In our model, travel costs increase with distance to the city center, implying a
common preference for central locations. This leads to higher buyer-side tightness, which
raises the probability of successful matches in the center, where properties sell quickly
and at small spreads, despite their higher prices. Quantitatively, our model reproduces
the observed distribution of liquidity and prices with high precision for both Germany
and the United States. Using our model, we quantify the welfare and price impacts of
search frictions. Due to search frictions, welfare is reduced by 3% (equivalent to 1.5%
of housing prices) on average across a city. Welfare losses are particularly stark in the
outskirts and mostly attributable to vacancies. Moreover, the spatial price gradient is
substantially underestimated in a model version without search — specifically, by a factor
of 3 — because such a model ignores how location preferences affect market tightness.
This illustrates that ignoring market tightness, as standard spatial housing models do,
fails to fully capture the impact of location preferences on prices.

Taken together, our results show that spatial search is central to understanding both
liquidity and prices in housing markets. They provide new insights into the role of search
and matching in decentralized markets and their relevance in light of the recent “great

rotation” toward illiquid, private assets (Koijen, Shah, and Van Nieuwerburgh, 2025).

Empirics. In our empirical analysis, we match the universe of real estate transactions
from German cities (introduced in Amaral et al., 2023) to corresponding real estate
advertisements assembled by a private company' using a nearest-neighbor algorithm. We
obtain geocoded datasets on housing liquidity and prices from 2012 to 2024 for Hamburg,
Munich, Cologne, Frankfurt, and Duesseldorf. For the United States, we use ZIP-Code-

level data from Redfin on housing liquidity and prices from 2012 to 2023, combined with

IWe are very grateful to Sebastian Hein from VALUE Marktdaten for giving us access to the data and
support throughout the process of writing the paper.



data on local housing characteristics and demographics from the American Community
Survey and data on neighborhood quality from Chetty et al. (2025). With these datasets,
we cover two large and fundamentally distinct housing markets: the German housing
market has a low homeownership rate and low turnover, while the U.S. housing market
has a high homeownership rate and high turnover.

Our primary measure of liquidity is the time that properties remain on the market
as online listings, the standard measure in the literature (see Han and Strange, 2015).
We find that within-city spatial differences in time on the market are substantial and
systematic. Even after controlling for spatial variation in property characteristics, income,
and demographics, time on the market increases markedly with distance to the city center.
The spatial variation in time on the market is an order of magnitude larger than that
associated with commonly used determinants of housing liquidity, such as property size
or age.? This variation implies economically meaningful differences in the probability
of sale: conditional on observables, the weekly probability of sale is approximately 20
percent higher in city centers than in the outskirts in both German and U.S. cities.

Similarly, the spread between asking and sales price becomes larger with distance to
the city center. Furthermore, we measure market tightness using the number of buyer
contact clicks per listing and show that this measure declines with distance to the city
center, even though listings are far more numerous in central areas. Accounting for dif-
ferences in time on the market, we find that otherwise similar properties attract roughly
twice as many potential buyers per week in the city center as in the outskirts. In addi-
tion, we find that rental yields increase with distance to the city center, consistent with

illiquidity in peripheral markets being priced in.

2We review the existing papers on the determinants of time on the market in Internet Appendix C.4,
noting that none of these papers has examined the role of distance to the city center.



Our empirical results hold in an extensive series of robustness checks. Among these,
a time series analysis shows that the liquidity gradient flattens during the COVID-19
pandemic, but starts to recover thereafter. This finding is in line with the flattening
of the price gradient during the COVID-19 pandemic as a consequence of the shift to
working from home (see, for example, Gupta et al., 2022). Moreover, using data on job
accessibility across U.S. ZIP Codes from Delventhal and Parkhomenko (2024), we show
that our findings extend beyond traditional city centers to other locations that attract a

large enough number of commuters.>

Model. In our theoretical analysis, we build a housing search model, in line with recent
prominent papers on housing markets, such as Piazzesi, Schneider, and Stroebel (2020)
and Guren and McQuade (2020), to analyze endogenous patterns in housing liquidity
across space. We assume that households want to minimize their distance to a central
location due to travel costs, given their idiosyncratic valuations for individual properties
which they can observe by searching.* Our model therefore captures the interaction of
location preferences and search.

We show that as the cost of travel increases with distance to the city center, market
tightness, defined as the number of potential buyers per seller, decreases. This is reflected
in a lower probability of sale and therefore a longer time on the market outside of the
city center. Sellers act as price setters for spatially differentiated goods and, consistent
with the lower probability of sale, decrease their listing prices. Importantly, they trade
off the listing price and the time to sell a housing unit (as emphasized in, for example,

Guren, 2018). It is therefore not optimal for sellers to adjust prices downward so far

3We are very grateful to Andrii Parkhomenko for providing us access to the data.

4Conceptualizing location preferences via travel costs is in line with the canonical monocentric city
model (Alonso, 1964; Mills, 1967; Muth, 1969). As an alternative interpretation of this travel cost, we
also consider an opportunity cost of travel to the city center in terms of foregone wages.



that spatial liquidity differences disappear. In that sense, liquidity and prices are endoge-
nously co-determined by travel costs which reflect fundamental demand-side location
preferences. Consistent with our empirical findings on job accessibility centers, this mech-
anism applies beyond a single city center for multiple locations that attract sufficiently
large pools of buyers.

We calibrate and estimate the parameters of our model for German and U.S. cities
using the datasets from our empirical analysis. The resulting spatial liquidity and price
distributions are quantitatively accurate. Using our model, we conduct a counterfactual
analysis to quantify the effects of search frictions on welfare and housing prices. We
compare our baseline model with (i) an efficient model that abstracts from search, and
(ii) a constrained-efficient model that retains search but abstracts from sellers’ price-
setting behavior.

The efficient model corresponds to a standard spatial housing model, where spatial
differences in housing prices merely reflect spatial differences in travel costs, but not
in liquidity — all dwellings sell instantaneously. As such, the predicted price gradient is
negative but the predicted liquidity gradient is flat, which is at odds with the empirical
evidence. In contrast, our baseline model correctly matches both the empirical price and
the liquidity gradient. In addition, the counterfactual analysis shows that the efficient
model underestimates the price gradient by a factor of three when compared to our
baseline model. As such, we show that a standard spatial housing model considerably
underestimates the impact of location preferences on prices.

Moreover, when comparing our baseline model to the efficient model, we find that
search frictions decrease welfare by 3% on average. These welfare losses are mostly driven

by higher vacancies due to lower matching probabilities in the baseline model, especially



in peripheral locations. Hence, policies that shift housing demand to the periphery, for
example, spatially targeted housing subsidies or transaction taxes, could reduce vacancies
effectively. According to our constrained-efficient model, sellers’ price-setting behavior
does not notably distort welfare, leaving little room for policy.

In an extension of the model, we introduce a bargaining process which creates spreads
between asking and sales prices that we can directly compare to our empirical price
spread measure. We show that the time on the market and this spread are structurally
interchangeable in the model. Finally, in an additional model experiment, we replicate
the empirical flattening of liquidity and price gradients due to the shift to working from
home induced by the COVID-19 pandemic. Overall, our model sheds light on how the
interaction of location preferences and search accounts for the observed cross-sectional

variation in housing liquidity and prices.

Related literature. We are the first to establish that housing liquidity decreases with
distance to the city center. This adds to the well-known fact that housing prices decrease
with distance to the city center (see, for example, Bruneel-Zupanc et al., 2025; Gupta
et al., 2022; Albouy, Ehrlich, and Shin, 2018).

Our paper also contributes to the growing literature on the spatial variation in housing
liquidity. Gerardi, Qian, and D. Zhang (2025), Jiang, Kotova, and A. L. Zhang (2024),
and Vanhapelto and Magnac (2024) examine differences in housing liquidity across
cities, rather than within cities as we do. Piazzesi, Schneider, and Stroebel (2020) show
how segmented search behavior is important to understand the covariance of housing
search and inventory across and within cities. We complement their work by quantifying
how spatial search and the resulting variation in market tightness shape the distribution

of prices and welfare within cities. This approach connects to the literature on search



frictions in OTC markets (see, for example, Lagos and Rocheteau, 2009; Duffie, Garleanu,
and Pedersen, 2005).

We also contribute to the literature on urban housing models (for an overview, see
Duranton and Puga, 2015) by showing that incorporating search and market tightness
substantially improves our theoretical understanding of urban spatial price gradients.
Lastly, by integrating space into a framework with trading frictions, we contribute to,
first, the well-established literature on housing market search (Badarinza, Balasubrama-
niam, and Ramadorai, 2024; Han and Strange, 2015), second, the literature on how
investor preferences shape real estate markets (Ghent, 2021; Badarinza and Ramado-
rai, 2018), and third, the emerging literature on urban finance which combines elements
of structural urban and macro-finance models (see, for example, Koijen, Shah, and Van
Nieuwerburgh, 2025; Favilukis, Mabille, and Van Nieuwerburgh, 2023).

The rest of this paper is organized as follows. Section 2 describes our data and our
measurement of spatial variables and liquidity. Section 3 presents our empirical analysis.
Section 4 describes our model framework and presents analytical and quantitative results.

Section 5 presents our counterfactual analysis. Section 6 concludes.

2 Data and measurement

To study the spatial distribution of housing liquidity and prices, we construct two
new spatial datasets for large cities in Germany and the United States. For Germany, we
use property-level data covering Hamburg, Munich, Cologne, Frankfurt, and Duesseldorf.

For the United States, we use ZIP-Code-level data covering the 30 largest MSAs.



21 Data for German cities

We combine administrative records on the universe of housing transactions in our
sampled cities with a comprehensive dataset on housing advertisements. Our transac-
tion dataset covers the universe of residential housing transactions over several decades.
This dataset, introduced in Amaral et al. (2023), is based on data from local real estate
committees (Gutachterausschuesse). Collecting information on all real estate transactions
from notaries, these committees register information on sales prices, contract dates, ad-
dresses, and an extensive list of property characteristics which we document in Internet
Appendix A.1.

We obtain data on apartment advertisements via VALUE Marktdaten who scrape and
process real estate advertisements from online platforms and real estate agencies. The
company’s algorithm ensures that ads with both shorter and longer durations are scraped,
preventing potential bias from user-influenced advertisement ordering. If an advertise-
ment is posted multiple times across different platforms or within the same platform, this
is taken into account when assigning identifiers to advertisements. We observe the dates
on which ads were posted and removed, addresses (if available), further information on
location such as ZIP Code or neighborhood, asking prices, and property characteristics.
The dataset covers the period between 2012 and 2024, which, in combination with the
longer time span covered by the transaction data, limits our sample to this period.

We match the two datasets using a nearest-neighbor algorithm based on location,
contract and listing dates, asking and sales prices, apartment sizes, and building year of
properties. We focus our analysis on apartments, which allows us to examine the role

of location consistently within a city, since other types of housing are typically scarce



in German city centers. In a robustness analysis, we show that our results also hold for
single-family homes. As we do not observe the addresses of all listings, we match only
about one-third of the transactions with corresponding listings. Our final dataset consists
of more than 80 thousand observations. In Internet Appendix A.1, we provide further
details on the matching process and show that the matched sample is representative of

the universe of transactions.

2.2 Data for U.S. cities

For the United States, we gather ZIP-Code-level data on median time on the market
and median sales prices from Redfin.”> Our dataset covers the 30 largest MSAs from 2012
to 2023 at a monthly frequency. To obtain control variables for our empirical analysis,
we gather ZIP-Code-level data on average housing size, average building year, income
composition, and racial composition from the American Community Survey (U.S. Census
Bureau, 2012-2023a; U.S. Census Bureau, 2012-2023b; U.S. Census Bureau, 2012—
2023c) as well as ZIP-Code-level data on neighborhood quality from Chetty et al. (2025).
We focus our analysis on single-family homes, the most common housing type in U.S.
cities. In a robustness analysis, we show that our results also hold for condominiums,
multi-family houses, and townhouses. Internet Appendix A.2 describes our data prepa-

ration procedure in further detail.

SRedfin is a real estate brokerage company that obtains its data directly from local listing services,
especially those based in the largest MSAs (see: https://www.redfin.com/news/data-center/). We do
not use data from Zillow, the most popular provider of U.S. real estate data, as Zillow does not provide
access to data on time on the market at a more granular level than MSA. However, as we show in Internet
Appendix A.2, the differences in coverage between Zillow and Redfin for the 30 largest MSAs are very
small and should not affect our results. Moreover, we show that our results are robust to using data from
Realtor.com, another online listing platform (https://www.realtor.com/research/data/).
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2.3 Measurement of spatial variables

We measure spatial variation in our data using the distance to the city center, a
standard measure in the urban economics literature (see Duranton and Puga, 2015).
For Germany, we choose historic city centers for our baseline analysis.® In a robustness
check, we show that selecting the centroid of the business district with the highest land
value (via the Bodenrichtwerte land value measurements from the Gutachterausschuesse
real estate committees)” yields nearly identical city centers as the ones we choose by
hand. We calculate kilometer distances between city centers and locations of apartments
transacted within the corresponding city boundaries. For the United States, we define
the center of an MSA as the location of its city hall (as done in, for example, Gupta et
al., 2022). We calculate kilometer distances between MSA centers and ZIP Code centroids
located within the corresponding MSA boundaries.® In our main analysis, we exclude
observations with a distance larger than 70km. Internet Appendix D.4 documents that
our results are robust to using different cutoffs. Furthermore, we create a job access index
using data from Delventhal and Parkhomenko (2024), which we use to find locations
with high job access as alternative focal points beyond city centers.

As an alternative spatial measure, we use travel time estimates. The spatial structure
of cities can feature rivers or other factors that influence local transportation. Such fea-
tures could be more accurately represented via the travel time rather than the kilometer

9

distance to the city center. Via openrouteservice,” we request the typical travel time to

%We choose the following historic city centers: Hamburg: Alsterhaus, Munich: Marienplatz, Cologne:
Koelner Dom, Frankfurt: Konstablerwache, Duesseldorf: Marktplatz.

’Retrieved from the BORIS-D database (https://www.bodenrichtwerte-boris.de/).

8Population-weighted ZIP Code centroids were retrieved from https://catalog.data.gov/dataset/
zip-code-population-weighted-centroids. MSA boundaries were retrieved from https://www2.
census.gov/geo/tiger/TIGER2021/CBSA/.

“https://openrouteservice.org/.

11


https://www.bodenrichtwerte-boris.de/
https://catalog.data.gov/dataset/zip-code-population-weighted-centroids
https://catalog.data.gov/dataset/zip-code-population-weighted-centroids
https://www2.census.gov/geo/tiger/TIGER2021/CBSA/
https://www2.census.gov/geo/tiger/TIGER2021/CBSA/
https://openrouteservice.org/

the city center by car. For robustness, we also request car and public transport travel
times via the Google Maps Directions APIL !0 In addition, we show that our results remain
robust when using actual commute times reported in the American Community Survey

(U.S. Census Bureau, 2012-2023d).

2.4 Measurement of liquidity

Our main measure of housing liquidity is the time on the market, the standard mea-
sure in the literature (see Han and Strange, 2015). For the German dataset, we define
this time as the period between the start and the end of an advertisement and report the
number of weeks a property has been advertised if it sells on day T of being advertised,
that is, T /7 weeks. For the U.S. dataset, we directly obtain the time on the market via
Redfin. This time refers to the median number of advertised days for housing units sold
within a ZIP Code area in a month. As an alternative liquidity measure, we also calcu-
late the relative spread between the asking price and the sales price, akin to the bid-ask

spread in financial markets. We call this measure the asking price discount.

Table 1: Summary statistics for both datasets (Germany and U.S.)

‘ Time on the market in weeks Sales price in 1,000 € or $

Dataset Mean SD P25 P75 | Mean SD P25 P75 N
Germany | 13.51 16.71 2.40 17.80 | 374 274 189 478 84,292
U.S. 7.60 7.87 350 9.64 446 502 205 530 | 682,100

Notes: This table provides summary statistics for the matched and cleaned datasets. N is the number of
transactions for the German dataset. For the U.S. dataset, it represents the number of ZIP-Code-year-month
pairs.

Table 1 presents summary statistics of the time on the market and prices for the
German and U.S. datasets. Overall, we observe that the German market is substantially

less liquid than the U.S. market. In Internet Appendices B.1 and B.2 we present these

Onttps://developers.google.com/maps/documentation/directions.
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summary statistics by city, and in Internet Appendix B.3 we present summary statistics

for the asking price discount.

3 Empirical analysis

In this section, we document new stylized facts on the spatial variation in housing
liquidity within German and U.S. cities and replicate established stylized facts on the

spatial variation in housing prices.

3.1 Spatial variation in liquidity and prices

Regression framework. In our baseline analysis, we use hedonic regressions. This
approach allows us to rule out that spatial liquidity or price differences are driven by

systematic spatial variation in housing characteristics or demographics. We estimate

yr = a x distance; + B x X + for + €1, (D

where for the German dataset, / indexes transactions, with every transaction / being
assigned to a city ¢ and a calendar quarter ¢, while for the U.S. dataset, I = it includes an
index i for ZIP Codes, with every ZIP Code i being assigned to an MSA ¢, and an index ¢ for
time measured in months. The dependent variable y; refers to the time on the market, the
asking price discount, or sales prices. The explanatory variable distance; is the distance
to the city center, measured as a kilometer distance in the baseline specification and as
a travel time in alternative specifications. X; is a control vector, f., captures city-time
fixed effects to account for common time trends in liquidity or prices within a city, and
g7 denotes the error term. To address spatial correlation in the error terms, we cluster

standard errors at the city-year level. Note that by considering within-city variation, we
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rule out bias due to confounding across-city variation in unobserved variables.

Figure 1: Liquidity and price gradients for Germany (2012-2024) and the U.S. (2012-2023)
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Notes: These binned scatter plots display the results of Regression (1) with log sales price and time on the
market as the outcome variables, using 15 equally-sized distance bins. The binned scatter plots are based on
the complete regression specification, as shown in columns two and five of Tables 2 and 3. The binned scatter
plots are produced following Cattaneo et al. (2024).

For regressions using the German dataset, the control vector X; includes an exten-
sive set of property characteristics, such as size, building year, number of bathrooms, or
type of heating. We also consider borough (Stadtbezirk) fixed effects to capture demo-
graphic characteristics. For regressions using the U.S. dataset, X; includes the median
square footage of transacted properties and its square; the share of 1-room, 2—-3-room,
4-5-room, 6-7-room, and 8-or-more-room dwellings; the share of housing units built
after 2010, in 2000-2009, 1980-1999, 1960-1979, 1940-1959, and in 1939 or earlier;
median household income; the share of households with annual income above $150,000;

the homeownership rate; and the share of Black households. These control variables are
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observed annually, and the yearly values are assigned to all months within the corre-
sponding year. In addition, we control for spatial differences in neighborhood quality
from Chetty et al. (2025), measured by the fraction of children born between 1978 and
1983 in a given ZIP Code area who were incarcerated by April 1, 2010. For U.S. regres-
sions with liquidity as the left-hand-side variable, we also control for the price level in

2011 to capture unobserved housing characteristics.

Results. In Figure 1, we present binned scatter plots based on Regression (1). The
left-hand panels display a clear negative relationship between sales prices and distance
to the city center. The negative price gradient has been documented in the literature
for cities in the United States (Harris, 2024) and across the globe (Liotta, Viguié, and
Lepetit, 2022), which we replicate here. The right-hand panels display a clear positive
relationship between time on the market and distance to the city center, which constitutes
our novel finding of a negative liquidity gradient. By showing the results for both German
and U.S. cities, we demonstrate that these stylized facts hold for very different housing
markets as well as city structures.!!

Next, we quantify the relation between time on the market and distance to the city
center using several alternative specifications of Regression (1). Tables 2 and 3 present
the results for Germany and the U.S. across model specifications, ranging from the most
parsimonious model, which only includes city-time fixed effects, to the most comprehen-
sive model, which features the full set of control variables. The coefficient on kilometer
distance or travel time is consistently significant at the 1% level for both German and U.S.

cities across all specifications. The coefficients remain significant when property charac-

teristics are included as controls and when focusing solely on within-borough variation

Hy.s. cities are typically more sprawled than European cities (see Nechyba and Walsh, 2004). We
therefore restrict the U.S. sample in the baseline analysis to transactions within 70 km of the city center.
Appendix D.4 shows that the results are robust to including observations beyond this radius.
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in German cities or controlling for demographics of U.S. cities. In terms of magnitude,
properties located in the outskirts take approximately 18 percent longer to sell than com-
parable properties in city centers in Germany and about 27 percent longer in the United
States.!? This translates into a substantially lower probability that a property sells in a
given week in the outskirts relative to the city center. As shown in Internet Appendix C.3,
using both measures of the expected probability of sale and the probability that a listing
sells within two weeks of being listed, an otherwise similar property in the outskirts is
approximately 23 percent less likely to sell in Germany and 17 percent less likely to sell
in the United States than a comparable property in the city center. As we show later in

our structural model, this variation has substantial implications for prices and welfare.

Table 2: Time on the market and distance to the city center, Germany (2012-2024)

(1) (2) 3) @ (5) (6)
TOM TOM TOM TOM TOM TOM
Distance to center (in km) 0.34%** (0.24%** (,20%**
(0.04) (0.03) (0.03)

Travel time to center (in min) 0.15*%** 0.10*** (0.08%***
(0.02) (0.01) (0.01)

City x Year-quarter FE v v v v v v
Property characteristics v v v v
Borough FE v v

N 84,292 84,292 84,292 84,292 84,292 84,292
Adj. R? 0.04 0.13 0.13 0.04 0.13 0.13
Mean(TOM) 13.51 13.51 13.51 13.51 13.51 13.51

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks.
The first three columns show the results for distance to the city center measured in kilometers, while the last
three columns show the results for car travel time to the city center measured in minutes. The list of property
characteristics is available in Internet Appendix A.1. Regressions are based on the matched sample for all cities
covering the period between 2012 and 2024. Standard errors (in parentheses) are clustered at the city-year
level. x:p <0.1;%%:p <0.05; %% : p < 0.0l

2In German cities, this amounts to approximately two and a half weeks, while in U.S. cities, this
corresponds to about two weeks. These results are based on a specification of Regression (1) in which
we control for property characteristics and the “city center” is defined as all observations within a 3 km
radius of the city center in Germany and a 10 km radius in the U.S., while the “outskirts” are defined as
areas beyond 13 km for German cities and beyond 50 km for U.S. cities.
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Table 3: Time on the market and distance to the city center, U.S. (2012-2023)

(D (2) (3) 4 (5) (6)
TOM TOM TOM TOM TOM TOM
Distance to center (in km) 0.02***  0.05*** (0.03***
(0.006) (0.005) (0.005)

Travel time to center (in min) 0.03***  0.06*** (.04%**
(0.006) (0.005) (0.006)

MSA x Year-month FE v v v v v v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v

N 609,020 607,445 607,445 609,020 607,445 607,445
ZIP Codes 4,464 4,463 4,463 4,464 4,463 4,463
Adj. R? 0.46 0.49 0.51 0.46 0.49 0.51
Mean(TOM) 7.13 7.11 7.11 7.13 7.11 7.11

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks. The
first three columns show the results for distance to the city center measured in kilometers, while the last three
columns show the results for car travel time to the city center measured in minutes. The regressions are based
on data for single-family homes located within a 70-kilometer radius of the centers of the 30 largest MSAs,
covering the period from 2012 to 2023. Standard errors (in parentheses) are clustered at the MSA-year level.
x:p<0.1;%%:p<0.05;+x:p<0.01.

In Internet Appendix C.4, we show that distance to the city center is more strongly
associated with time on the market than are other property characteristics such as size
or building year.!> Moreover, as we demonstrate in Internet Appendix C.5, the spatial
variation in time on the market for the U.S. is as large as the cyclical variation, where
the latter has been shown to have important implications for business cycle dynamics
(Garriga and Hedlund, 2020). Lastly, foreshadowing the result from our structural model

that liquidity is priced in across space, we find that rental yields increase with distance

I3Note that even though we estimate a strong and significant relationship between distance to the city
center and time on the market, our results for Germany yield low R-squared values. This is consistent
with prior studies summarized in Internet Appendix C.4. The limited explanatory power largely reflects
unobserved bargaining dynamics between buyers and sellers, which, however, does not bias our estimated
relationships as long as these unobservables are not systematically correlated with distance to the city
center. Supporting evidence comes from the substantially higher R-squared in our U.S. analyses which are
aggregated at the ZIP code level, suggesting that much of the idiosyncratic heterogeneity averages out
once data are aggregated locally.
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to the city center (see Internet Appendix C.8).

Asking price discount. Confirming the spatial liquidity patterns with our alternative
measure, Figure 2 shows that the asking price discount becomes more negative with
increasing distance to the city center in both German and U.S. cities. Sellers in peripheral
areas therefore face larger markdowns relative to their asking prices. Additional results
reported in Internet Appendix B.3 confirm that spatial differences in price discounts are

highly statistically significant and robust to controlling for property characteristics and
demographics.

Figure 2: Asking price discount for Germany (2012-2024) and the U.S. (2012-2023)
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Notes: These binned scatter plots visualize the results of Regression (1) with asking price discount as the outcome
variable and property characteristics controls, using 15 equally-sized distance bins. The binned scatter plots
are produced following Cattaneo et al. (2024).

3.2 Spatial variation in market tightness

City centers not only have higher prices and liquidity, but also much denser housing
supply. In Appendix C.6 we show that in both German and U.S. cities, housing supply,
whether measured by listings or by residential built-up volume, is denser in central areas
than in the outskirts. Yet, despite this denser supply, we find that market tightness is
highest in central areas, implying that buyer demand is even more concentrated than

supply. To obtain this pattern, we use the number of contact clicks per advertisement
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(the number of times potential buyers contacted a seller). This variable directly captures
search activity. It provides an indicator of local buyer concentration, and hence a natural
link to observed liquidity and price differences, which we formalize in our structural
model in the second part of the paper.

Figure 3 presents a binned scatter plot of contact clicks per ad against distance to the
city center for German cities, see Panel (a). The number of contact clicks per ad declines
sharply with distance to the city center: housing units located within 3 kilometers of the
city center receive about 20 percent more buyer contacts than those located beyond 13
kilometers. Accounting for spatial differences in time on the market, this implies that,
on a weekly basis, a centrally located listing receives roughly twice as many potential
buyer contacts as a comparable listing in the outskirts.'# The coefficient on distance to
the city center is negative and highly significant across all specifications (see Internet

Appendix C.6).

Figure 3: Measures of market tightness for Germany (2012-2024) and the U.S. (2012-2023)
(@) Germany — Contact clicks per ad (b) U.S. — Sales to active listings
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Notes: These binned scatter plots visualize the results of Regression (1) with contact clicks per ad (Germany)
and the ratio of sales to active listings (U.S.) as the outcome variables and property characteristics controls,
using 15 equally-sized distance bins. The binned scatter plots are produced following Cattaneo et al. (2024).

For the United States, where data on buyer contacts are not available via Redfin,

we approximate market tightness using the ratio of homes sold to active listings in a

14This result is obtained by dividing the average number of contact clicks by the average weeks on the
market, as reported in Figure 1.
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given month, measured at the ZIP-Code level. This is a measure of market turnover
rates. Markets in U.S. city centers exhibit substantially higher turnover rates than those
in the outskirts. This pattern is robust across all specifications (see Internet Appendix
C.6). Moreover, using ACS data on commute times, we provide both cross-sectional and
time-series evidence that higher travel times to work are associated with lower market

turnover (see Internet Appendix C.7).

3.3 Robustness analyses

Results for individual cities. In the previous sections, we have presented results for
pooled samples of German and U.S. cities. Given that cities vary in size and other spatial
characteristics, it is possible that our results are driven by a subsample of cities. As we
show in Internet Appendix D.1, this is not the case. We find negative liquidity and price
gradients for all cities in the German dataset and negative liquidity gradients for all
cities as well as negative price gradients for most cities in the U.S. dataset. Our empirical
analysis is not focused on heterogeneity in coefficients across cities, rather, it aims to
detect systematic patterns across the cities in our sample. Our structural model in the

second part of the paper then serves to explain these systematic patterns.

COVID. The COVID-19 pandemic and the subsequent shift to remote work significantly
flattened the price gradient in the United States (Gupta et al., 2022). In contrast, the
impact on the price gradient in Europe has been comparably muted (Biljanovska and
Dell’Ariccia, 2024). We test whether remote work influenced liquidity gradients by split-
ting our samples into pre- and post-2020 periods. For both Germany and the U.S., the
liquidity gradient flattened during the COVID-19 pandemic but started to recover there-

after, as documented in Internet Appendix D.2. The extent to which the flattening is
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persistent depends on the future evolution of preferences to live near city centers.

Different housing types. In our baseline analysis, we focus on the most common hous-
ing types in German and U.S. cities: apartments and single-family houses, respectively.
In this robustness check, documented in Internet Appendix D.3, we demonstrate that
our results for German and U.S. cities remain robust when alternative housing types
are considered (single-family homes for German cities and condominiums, multi-family

homes, and townhouses for U.S. cities).

Alternative city boundary definitions. To ensure that our U.S. results are not specific
to the definition of MSAs, we replicate our baseline analysis using functional urban
area boundaries from Moreno-Monroy, Schiavina, and Veneri (2021), which define cities
based on commuting flows. In Internet Appendix D.4, we show that our results hold
when using functional urban area boundaries for U.S. cities. This robustness analysis is
not possible for German cities, as we only have data available that refers to apartments

transacted within administrative city boundaries.

Alternative city center definitions. In our baseline analysis, our definition of city
center is based on historic locations for German cities and city halls for U.S. cities. We
conduct a robustness analysis with alternative city centers. For Germany, we use the
centroid of the business district with the highest land value in 2023, as given by the
Bodenrichtwerte land values produced by the Gutachterausschuesse real estate commit-
tees.1® For the United States, we do not have appraisal data available and therefore use
the locations with the highest job access index as alternative city centers. The results,

documented in Internet Appendix D.5, show practically unchanged gradients.

I5For this analysis, we have to exclude Munich, as we do not have access to its local Bodenrichtwerte
appraisals.
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Alternative travel time estimates. Our results also hold with the alternative travel
time estimates from the Google Maps Directions API and the ACS, as documented in
Internet Appendices D.6 and C.7, except when using public transport travel times for
U.S. cities. The latter finding is consistent with public transportation being rarely used

in the United States (see, for example, Burrows, Burd, and McKenzie, 2021).

Non-parametric estimation. Although our main results are highly significant and ro-
bust to a multitude of controls and fixed effects, we still rely on the functional form of the
OLS regression specified in Equation (1). To ensure that our results are not compromised
by misspecification, we employ nonparametric methods. When applying these methods,
we test whether liquidity and prices are on average lower in the outskirts than in the city
center, where we match at the level of housing units based on observable characteristics.

Accordingly, we can only produce these results for German cities.

Table 4: Average differences between city center and outskirts, Germany (2012-2024)

Method Difference in TOM Difference in log prices N

OLS 1.89*** (0.227) -0.40*** (0.004) 33,717
LASSO 2.11%** (0.378) -0.43*** (0.006) 33,717
Propensity score 1.99%** (0.446) -0.43*** (0.013) 33,717
Inverse probability — 2.20*** (0.328) -0.43*** (0.005) 33,717

Notes: This table shows the estimated average difference between city center and outskirts for time on the
market (TOM), measured in weeks, and log sales prices for different non-parametric methods. The different
methods are described in the main text. x : p < 0.1; %% : p < 0.05; % xx: p < 0.01.

First, we use augmented inverse probability weighting to estimate the average differ-
ence in outcome variables between city center and outskirts, while using LASSO regres-
sion in the first stage to estimate the probability of treatment. Second, we use propensity
score matching based on our full set of apartment characteristics. Third, we use inverse
probability weights from a logistic regression to estimate average differences. The results

are documented in Table 4, comparing the first 3 bins of the distance to the city center
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with the 13th, 14th, and 15th (out of 15) bins. All non-parametric methods confirm our
baseline OLS results both in terms of direction as well as in terms of magnitude. The
relatively high number of observations and detailed information on properties explain

the similar magnitudes across methods.

Properties that do not get sold. Our baseline results could be biased if the number of
advertisements that did not result in a sale varies systematically across space. To assess
this, we run an algorithm to identify such advertisements in the German data. Internet
Appendix D.7 shows that the percentage of ads that did not result in a sale is small and
increases slightly with distance to the city center. In addition, we conduct a survival
analysis that includes ads which did not result in a sale, and find that the probability of

sale decreases with distance to the city center.

Systematic overvaluation. A potential alternative explanation for lower liquidity in
the outskirts is the presence of less-informed sellers, possibly due to an older population
that is less engaged with housing markets. Specifically, if sellers in peripheral areas
systematically overvalue their properties by setting unrealistically high asking prices, this
may lead to longer marketing durations and a wider gap between asking and transaction
prices in these areas. As demonstrated in Internet Appendix D.8, the spatial gradient for
time on the market remains practically unchanged when controlling for the asking price

discount, and vice versa.

3.4 Discussion of external validity

Our empirical analysis shows that liquidity and prices decrease with distance to the
city center. In this section, we discuss to which extent these results can be generalized to

other settings, considering alternative focal points beyond the city center and the rental
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market in addition to the owner-occupied housing market.

Table 5: Liquidity and price gradients in the rental market, Germany (2012-2024)

(D (2) 3) 4 (5) (6)
TOM TOM TOM Net rent Netrent Netrent
Distance to center (in km) 0.17*** 0.17*** 0.21%** -0.02*** -0.03*** -0.02***
(0.02) (0.02) (0.08) (0.00) (0.00) (0.00)

City x Year-quarter FE v v v v v v
Property characteristics v v v v
ZIP Code FE v v

N 957,249 957,249 957,249 957,249 957,249 957,249
Adj. R? 0.23 0.26 0.27 0.40 0.90 0.91
Mean(dependent variable) 6.72 6.72 6.72 6.52 6.52 6.52

Notes: This table displays the output of Regression (1) on time on the market (TOM) and log net rental value
(net rent). All columns show the results for distance to the city center measured in kilometers. The list of
property characteristics is available in Internet Appendix A.1. Regressions are based on the cleaned sample of
rental listings from ValueAG for all cities covering the period between 2012 and 2024. Standard errors (in
parentheses) are clustered at the city-year level. x: p < 0.1; %% : p < 0.05; x*x : p < 0.01.

So far, we have implicitly assumed that the cities in our sample exhibit a monocen-
tric structure. However, the mechanism we propose in the theoretical part of the paper
extends beyond the monocentric structure. In particular, our theoretical mechanism only
requires the existence of focal points that attract sufficiently large numbers of commuters.
We test whether our empirical results hold when considering alternative focal points. Us-
ing data on commuting distances and the number of employees across ZIP Codes from
Delventhal and Parkhomenko (2024), we construct an index of job accessibility at the
ZIP-Code level as an inverse-distance-weighted average of accessible jobs. We identify
the ZIP Codes with the highest job accessibility within a given MSA, which we refer to
as focal ZIP Codes, and calculate the distance from each ZIP Code centroid to the nearest
focal ZIP Code centroid. We then test whether we also find liquidity and price gradients
in this alternative setting. The results, presented in Internet Appendix D.9, confirm that
both gradients are also present when measuring distances to nearest focal ZIP Codes.
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This finding is robust to varying the number of focal ZIP Codes per MSA.

Second, we test whether our results also hold beyond the owner-occupied housing
market. If the observed liquidity and price gradients are driven by differences in local
market tightness, as suggested by our results in Section 3.1, we should expect to observe
similar patterns in the rental market. To test this, we use German rental listings data
from Value Marktdaten for the same cities and time period as in our baseline analysis.
The results, calculated using the baseline specification of Regression (1), are presented
in Table 5. We find that the time on the market for rental housing units increases with
distance to the city center, while net rents (defined as monthly rental prices excluding
utilities) decrease. Note that due to the high number of observations for rentals, we are

able to use more granular location fixed effects.

4 Rationalizing the empirical observations

We give structure to the empirical observations documented in the previous sections
by building a spatial search model of a city’s housing market. We start from a frictional
search market for housing (see, for example, Ngai and Tenreyro, 2014; Piazzesi, Schnei-
der, and Stroebel, 2020; Guren and McQuade, 2020), using the established basic setup
from Krainer (2001). We incorporate location preferences following the monocentric city
model,'® assuming that agents prefer to live closer to the city center. Such preferences in-
crease the concentration of potential buyers in the city center, thereby generating tighter
markets and raising liquidity.

This mechanism is consistent with our empirical findings: market tightness is higher in
locations with lower travel time. Supplementary Appendix C.7 provides complementary

time-series evidence that increases in travel time to work reduce market tightness, thereby

16gee Alonso (1964), Mills (1967), and Muth (1969).
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providing further support for a causal link between travel costs and market tightness.

41 Structural framework

Model environment. Time is discrete and measured in days. A large number N of
infinitely-lived agents live in a monocentric city. The agents are risk-neutral,!” financially
unconstrained, and discount with factor 8 € (0,1). All agents travel to the city center for
work and leisure activities. The daily travel cost 7(d) is associated with a distance to the

city center d € 9 = [d,d |, where d7/dd > 0.

Housing. The housing stock is exogenous and consists of N housing units with given
distances to the city center. Before deciding whether to purchase a housing unit, an
agent draws an idiosyncratic valuation &, referred to as housing dividend in the following.
The housing dividend is a random variable with cumulative distribution function F and
probability density function f. Having decided to purchase a property, the agent receives
the corresponding dividend in every period until they are unmatched. The dividend is
independently and identically distributed across agents, space, and time. An agent can
only occupy one housing unit at a time, can only search for new housing units after they

have been unmatched, and cannot rent out their property.

Search process. We focus on a stationary search equilibrium and omit time indices. In
the first model period, every agent is endowed with a housing unit. In every following
period, a match between an agent and a housing unit persists with probability zx. With
probability 1 — &, an agent is unmatched, which can be interpreted as a moving shock.

In this case, the agent puts their property up for sale and searches for a new one. Agents

17Risk neutrality is standard in housing search models, analogously to labor market search models (see,
for example, Rogerson, Shimer, and Wright, 2005).
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are therefore sellers and buyers simultaneously.'®

In a given model period, first, sellers post prices, and second, buyers randomly visit
housing units that are on the market. When visiting a housing unit, a buyer observes
their dividend draw, the property’s distance to the city center, and the posted price. The
buyer either agrees on the price and moves into the property in the next period or does
not agree on the price and continues to search. In Internet Appendix G, we extend the

search process with a bargaining process, following Carrillo (2012).

Seller’s problem. Risk neutrality allows us to analyze buyer and seller decisions sepa-
rately due to linear additivity of agents’ value functions. A seller chooses a posted price

p(d) to maximize their present value

1(d) = y(d)p(d) + (1 - v(d)) BII(d). (2)

With probability of sale y(d), the seller receives p(d). With probability 1 — y(d), they try
to sell the housing unit again in the next period, obtaining a discounted continuation
value BII(d). The probability of sale y(d) reflects expected demand, or market tightness,
given p(d). Sellers take into account the effect of posted prices on local market tightness.

They act as local price setters.!?

Buyer’s problem. A matched buyer, that is, a buyer who has purchased a property and

is either currently occupying the housing unit or will occupy the housing unit in the next

8An agent can only occupy one housing unit at a time, but can have multiple housing units on the
market as a seller. Such a scenario occurs if an agent is unmatched, finds a new property, is unmatched
again, but has not yet sold their old property/properties. Due to the large number of agents, the probability
of a single agent accumulating all housing units is approximately zero.

19This assumption, which we take over from the original Krainer (2001) model, serves as the basis for one
of our counterfactual exercises in Section 5. The assumption is not required to generate our key theoretical
result, which is that buyer reservation dividends increase with distance to the city center. Specifically, a
model version in Section 5 in which sellers do not set prices and buyers simply search for their preferred
housing units also yields reservation dividends that increase with distance to the city center.
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period, obtains the value
V(d,e) :B<8—r(d)+7rv(d,8)+ (1-n) (H(d)+W)), 3)

where W denotes the value of search. With a delay of one period, the buyer receives
the dividend ¢ and incurs the travel cost 7(d). With probability =, the buyer keeps on
living in the housing unit for another period and receives the discounted continuation
value BV (d,€). With probability 1 — x, the buyer becomes unmatched and receives the

discounted resale value BII(d) and the discounted value of search

BW = BEge[max [V(d,e)—p(d),BW]], (4)

where a buyer either accepts a posted price and receives a discounted net value of

B(V(d,€) — p(d)), or continues to search and receives B2W.
4.2 Equilibrium
Seller’s optimization. Rearranging the seller profit expression (2), we have that

I(d) = 7(d)p(d), (5)

where ¥(d) = y(d)/(1 — B(1 —y(d))) is the discount-factor-adjusted probability that a
seller can sell their property in the current period or in any future period. It reflects the
expected demand that is relevant for the seller from the perspective of the current period.

The first-order condition for profit maximization is then similar to that of a typical price
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setter, but with a probabilistic sale of a single good and without production costs:

7(d) + p(d) % —o, ©

where the derivative d¥(d)/dp(d)|, is a reformulation of the derivative dy(d)/dp(d)|.2°
It captures the tradeoff between price and probability of sale that the seller faces: if
the seller changes their price, the probability of sale also changes. We show in Internet

Appendix E that a seller’s first-order condition provides a local maximum for their profit.

Buyer’s optimization. Via the definition of the value of search (4), a buyer has to be
indifferent between buying a property and continuing to search at some reservation

dividend €*(d):

V(d,e"(d))—p(d) = BW. (8)

The solution of this equation for a given distance to the city center characterizes the
corresponding reservation dividend. The optimality condition (8) defines a cutoff rule
for a stochastic event. Individual buyers can draw higher housing dividends than £*(d),
in which case they accept the equilibrium price p(d) and obtain a net utility above fW.

The buyers’ optimality condition (8) implies reservation dividends with which buyers

are indifferent between purchases at all distances to the city center, as the discounted

208pecifically, this derivative reads

- |_ B
oy _ 9y —B(—y() %)
Ip(d)la  Ip(da \ 1-B(1-¥(d)) )’

where the denominator reflects that if the seller marginally changes their posting price, the probability of
sale changes in the current period, but also in the next period with probability 1 — y(d) which is discounted
with factor 8, and so forth, ad infinitum. The numerator adjusts for the fact that the probability 1 — y(d)
with which the probability of sale changes in the next period, changes as well.
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value of search BW does not vary across space. The buyer indifference condition is hence
also a spatial equilibrium condition. Note that precisely because equilibrium expected net
buyer utility is constant, required dividend draws have to offset travel costs. Hence, this
spatial equilibrium condition is also to be interpreted as a spatial no-arbitrage condition
for housing (see, for example, Glaeser and Gyourko, 2008).

Next, note that the equilibrium probability of sale at some distance to the city center is
equal to the probability that a buyer’s idiosyncratic dividend draw is above the reservation

dividend at this distance:

¥(d) = Prob (e > €*(d)) = 1 — F(e"(d)). 9)

Thus, for the derivative in the seller’s optimality condition (6) we have that?!

(e ) 5o 1-7p,

p(d)la @ (12)

Now, we have all required information to define an equilibrium of the model.

Equilibrium definition. A stationary spatial search equilibrium consists of value func-
tions {V,I1}, a value of search W, a posting price function p, a reservation dividend
function €*, and a sale probability function y that satisfy equations (2), (4), (6), (8), (9)

for all distances to the city center d € 2, given parameters {8, 7,d,d }, a cumulative

21We can rearrange the buyer’s value (3) and obtain the linear expression

V(d,e) = 1_ﬁnﬁ (e—r(d)—i—(l—n) (H(d)+W)). (10)

Using the indifference condition (8), we can isolate the reservation dividend:

1—np
B

Note that dI1/dp(d)|; = O due to the envelope theorem.

£*(d) = p(d)+1(d)— (1—m)II(d) + (1 — np)W. (11)
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distribution function for idiosyncratic dividends F with probability density function f,

and a travel cost function 7.

4.3 Analytical results

Before calibrating and estimating the model’s structural parameters, we first derive
analytical results that rationalize our findings from the empirical part of the paper as gen-
eral properties of our model. We show that the equilibrium expected time on the market
increases with distance to the city center, while the equilibrium sales price decreases.

We derive these results here for uniformly distributed dividends € ~ U|[ ¢, €] which
we later employ in our quantitative exercise. In Internet Appendix F, we show that these
results hold with more general assumptions about the dividend distribution, and with the
exponential distribution as a specific example of an alternative dividend distribution. In
Internet Appendix G, we show that the expected time on the market is interchangeable
with the asking price discount as an alternative concept of liquidity within the extended
version of our model with bargaining. In Internet Appendix H, we provide proofs of the
equilibrium’s existence and uniqueness for our extended model with bargaining and our

baseline model as a nested case of the extended model.

4.31 Reservation dividends across space

First, as an auxiliary result, we derive that buyer reservation dividends €*(d) increase
with distance to the city center. This result is auxiliary in the sense that it is essential
to understand the spatial patterns in liquidity and prices, our main results. We show
that buyers need higher draws of the dividend to make a purchase the farther a housing

unit they visit is away from the city center, due to a higher travel cost 7(d). To obtain
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that de*/dd > 0, we reformulate p(d) and II(d) in terms of £*(d).?? Differentiating with

respect to the distance to the city center, we have that:

il (2+21fi E_g*(d)):ﬁw, (16)

and hence, de*/dd > 0. Intuitively, buyers want to be compensated for higher travel costs
with higher idiosyncratic housing dividends, taking into account spatial differences in
prices and profits (encoded in the bracket). In other words, buyers are less willing to
accept offers in the outskirts, which translates into lower market tightness. This auxiliary
result provides the starting point for our description of the spatial variation in liquidity

and prices.

4.3.2 Liquidity and prices across space

Liquidity. In line with the measurement of time on the market in the empirical part of
the paper, we define that a property has been on the market for 7 days if it sells on day
number T of being advertised. Via the expected value of the geometric distribution that

results from the multiplication of sale probabilities over time, the expected time on the

22First, we use the seller optimality condition characterized by (6) to express the equilibrium price as a
function of the probability of sale:

) = 5o (v 2 ). (13

where y(d) = (€ —€*(d))/(€ — €) due to equilibrium relation (9) between probabilities of sale and reserva-
tion dividends. Then, together with the closed-form relation (12) for the derivative dy(d)/dp(d)|4,

B(g—¢€*(d)) B*(g—¢€*(d))

pld) = 1-7p +(1—ﬁ)(1—nﬁ)(§—§) 14)
_ B(E-&'@)”

T ap ) (o) o

We then plug these expressions into the equation for the isolated reservation dividend (11).
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market in days at a given distance to the city center is

E[TOM(d)] = D E—e*fd) a7
:w = (e-¢)(e-¢(d) ° aa‘j >0, (18)
>0

Reservation dividends increase with distance to the city center, which reflects compen-
sation for higher travel costs. With a higher cutoff value for dividend draws, the market
becomes less tight, and probability of sale decreases with distance to the city center. A

lower probability of sale implies a higher expected time on the market.

Prices. Via (14),

2, 2B2%(€—¢*(d oe*

p—( B, 2 (e-e'ld) ><—i><0. (19)

dd  \1-np  (1-B)(1-=B)(z—¢) od

N J/

-~

>0

Sellers expect to sell housing units with a higher probability in the city center, as reser-
vation dividends are lower. Being local price setters, they optimally post higher prices,

since they are more likely to meet a searcher that is willing to buy.

Further remarks. As additional results, we show that the variance of time on the market
increases with distance to the city center (see Internet Appendix J.1) and that the model
predicts the price gradient to be larger than the liquidity gradient in relative terms (see
Internet Appendix J.2). We confirm both of these results empirically.

Next, note that our mechanism does not require a single city center, or any city
center whatsoever to function. Whenever there is a location for which homebuyers share
a common preference to live nearby, generating spatial patterns in market tightness, our

mechanism applies. City centers provide established examples for such focal points, and
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as such a special case of our mechanism.

Moreover, note that we assume all agents to be identical. In principle, different buyer
clienteles in the city center and the outskirts could also generate spatial variation in lig-
uidity and prices. However, in our empirical analysis, we condition on apartment size and
on borough fixed effects for German cities, both of which should capture some dimension
of buyer heterogeneity, and for U.S. cities, we control for ZIP-Code-level demographic
characteristics. It is therefore consistent with the empirical analysis to abstract from
buyer heterogeneity in the model.

Next, note that we assume that buyers randomly visit housing units and observe their
idiosyncratic dividends during these visits. If buyers were more likely to visit properties
in the city center, this would also affect the time on the market. More search flowing
toward the center would increase the probability of sale, just as in our mechanism. Hence,
under the alternative mechanism of spatial differences in search intensity rather than
reservation dividends, the driving force behind spatial differences in liquidity would
equally consist of spatial differences in market tightness.

Furthermore, note that if housing units are more heterogeneous in the outskirts
and this causes higher search effort, buyers are also less likely to buy properties in the
outskirts. This is a complementary interpretation of our mechanism.

Lastly, even though we assume risk-neutral agents, risk-averse agents would discount
uncertainty about liquidity more in the outskirts than in the city center, which would

reinforce spatial price differences.
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4.4 Calibration and estimation of model parameters

Now, we turn to our quantitative model analysis and first calibrate and estimate the
structural parameters of our model. Since our equilibrium conditions gives us a set of
non-linear equations, we solve the model numerically. Internet Appendix I describes our
numerical model solution method.

We discretize the set of distances to the city center: 22 = {d%,...,d>}, where d = d
and d = d2. To obtain the discretized distances 2, we group the distances to the city
center from the pooled German and U.S. datasets into z = 15 bins, using the distance
bins from the scatterplots in Figure 1. Since the bins are constructed with equal numbers
of observations per bin, the implied number of housing units in the model is equal for all
15 distance bins. This does not mean that housing supply is uniform across space. There
are more bins in the city center and fewer bins in the outskirts, hence also more model
housing units in the center and fewer model housing units in the outskirts. Moreover,
we do not implicitly assume any city shape here. We represent the spatial distribution
of housing in a city in the form of binned distances to the city center. Focusing on a
stationary equilibrium, we calculate expectations using the whole set of distances Z.
In other words, we calculate expectations for buyers expecting all distances to the city
center being available on the market in the next period.

We obtain empirical travel time estimates as explained in Section 2.3 and convert
them into travel cost estimates, assuming that t(d*) = u%(d*), where %(d*) is the travel
time to the city center in minutes. This conversion of travel time into travel costs follows

established approaches (see, for example, Ahlfeldt et al., 2015).%3 The scaling parameter

23Note that our linear travel cost enters net utility additively, while the typical implementation in Ahlfeldt
et al. (2015)-type models assumes an exponential travel cost that enters net utility multiplicatively. For
small numbers (which applies for the modeled daily travel cost), these two approaches are approximately
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1 measures the cost in model units of traveling 2 minutes by car, as agents travel from
their property to the city center and back every day. We follow the canonical monocentric
city model and calibrate the travel cost as a physical cost of travel, but also provide an
alternative calculation in Internet Appendix J.3 in which we think of the travel cost as an
opportunity cost due to lost time and thus foregone wages. We convert between model

units and euros or dollars via the average sales price.

Calibrated parameters. We set 8 = *%4/0.95 ~ 0.9999 such that the annual discount
factor is 0.95. For German cities, the housing match persistence is given by 7 =1 —
(1/(30 x122)) ~ 0.9997, as the average holding period in the data is 122 months. This
value is based on observations from January 1990 to 2024 to capture the full length
of holding periods as well as possible. For Hamburg, we do not have data on holding
periods available, thus the calibrated housing match persistence is based on information
from Munich, Cologne, Frankfurt, and Duesseldorf. For the U.S., we use a holding period

of 120 months as a typical value for large MSAs, based on the Redfin data.

Table 6: Estimated parameters, German and U.S. cities

Parameter  Value 95% CI Value 95% CI
Germany U.S.
u 0.00619 [0.00618,0.00630] 0.00403 [0.00400,0.00407]
€ -0.437 [-0.443,-0.426] 0.300 [0.299,0.301]
€ 0.533 [0.527,0.541] 0.713 [0.709,0.728|

Notes: This table documents results from the parameter estimation using the method of simulated moments;
for details see the main text. “95% CI” denotes bootstrapped 95% confidence intervals.

Estimated parameters. We estimate the travel cost scaling parameter u and the uni-
form distribution bounds & and € with the method of simulated moments, using an

identity weighting matrix for our three parameters. We match the average time on the

equivalent via a first-order Taylor expansion of the exponential function.
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market in the pooled German city and the pooled U.S. city. The estimation results are
displayed in Table 6. We obtain 95% confidence intervals by drawing 1,000 bootstrapped
replications of data inputs sized 1/3 of the entire sample with replacement, estimating
the model for each draw, and using the 0.025 quantiles and 0.975 quantiles of the re-
sulting parameter distributions as confidence bounds. Note that the estimated lower
bound of the housing dividend distribution is negative for Germany, but positive for the
United States. This stems from the level difference in time on the market between the
two countries, as the U.S. housing market is substantially more liquid than the German

housing market.

4,5 Model results

Table 7: Model results, German and U.S. cities

Object Model Data Model Data Targeted
Germany U.S.

Average price (in 1,000 € or $) 302 302 339 339 Yes

Spatial price gradient (in 1,000 € or $ per km) -13.3 -14.5 -3.1 -2.1 No

Average TOM (in weeks) 13.5 135 7.1 7.1 Yes

Spatial TOM gradient (in weeks per km) 0.326 0.244 0.034 0.046 No

Average daily travel cost (in € or $) 16.5 15 17.3 25 No

Notes: This table documents results from the calibrated and estimated model. “TOM” refers to the (expected)
time on the market. The data values refer to averages over distance bins, where binned values are calculated
using the main specification of Regression (1).

Table 7 shows the main model results. We match the average sales price by construc-
tion, as we convert between model units and euros or dollars via the average sales price.
We also match the average time on the market, which directly results from the parame-
ter estimation. More importantly, our model results exhibit spatial variation that closely

aligns with the data. The untargeted spatial price and time on the market gradients are
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matched with high accuracy. These gradients refer to the slopes of regression lines that
fit the binned data points and the corresponding model values. As such, we argue for
travel costs to be a quantitatively relevant spatial fundamental that generates within-city
spatial variation in both housing liquidity and prices. Figure 4 provides a visual overview
of the relevant spatial distributions from the model and the data.

Figure 4: Spatial distributions of liquidity and prices: model vs. data
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Notes: This figure shows the main model results for individual bins of distances to the city center. “TOM” refers
to the (expected) time on the market. The data points are calculated using the main specification of Regression
(1), as displayed in Figure 1.

The estimated values of p imply an average daily travel cost for the German cities of
€16.5, which is in the range of average daily car operating costs in Germany of around

€15 (see Andor et al., 2020). For the United States, the average daily travel cost in the
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model is $17.3 which is in the range of daily car operating costs in the U.S. of around $25
(see Moody et al., 2021). The cited empirical travel cost estimates are rough calculations.
It is furthermore not entirely clear that the car operating cost per se captures the full travel
costs or is the only suitable measure. Hence, Internet Appendix J.5 provides an alternative
measure of travel costs, using an opportunity cost calculation in terms of foregone wages
due to travel time. Lastly, as an additional test of the ability of our model to generate
realistic spatial patterns, we replicate the flattened liquidity and price gradient during
and after the COVID-19 pandemic discussed in the empirical robustness analysis. This
additional exercise is documented in Internet Appendix J.6 and relies on estimates from

Gupta et al. (2022).

5 Housing liquidity, welfare, and spatial asset pricing

So far, we have established that spatial variation in travel costs leads to spatial vari-
ation in market tightness, which in turn creates spatial variation in housing liquidity.
However, we also know from the literature on search markets that asset liquidity affects
welfare and prices (see, for example, Duffie, Garleanu, and Pedersen, 2005). Therefore,
we now investigate to which extent housing liquidity affects welfare and housing prices
across space. To do so, we conduct a counterfactual analysis, comparing our baseline
model with two alternatives: a frictionless model without search, referred to as the effi-
cient model, and a constrained-efficient model. Note that in our counterfactual analysis,
we use the estimated structural parameters from the baseline model. By doing so, we
assume that our baseline model, which matches the data on liquidity and prices with

high precision, provides us with a reliable starting point.
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Constrained-efficient model. First, following Krainer and LeRoy (2002), we imple-
ment a counterfactual constrained-efficient version of our model which is characterized
by optimal buyer search behavior, but no strategic internalization of this search behavior
in the price posting of sellers. We calculate reservation dividends ¢“F(4*) that maximize

steady-state welfare W(d*) at every distance d* € 2* defined as
W(d*) = m(a*) (Ee [e| € > e (a%)] — 2(a%)), (20)

where m(d®) denotes the probability of being matched.?* The expected idiosyncratic
dividend at distance d* is (€°F(d%) +€) /2, while the travel cost is 7(d*) = u%(d*). Agents
transition from being unmatched to being matched with probability (€ — £°E(d%)) /(€ —¢)

and keep a housing unit with probability 7. Therefore,

= oCE( A
m(d®) = mm(d®) + (1 —m(dA))%éd), (21)
which allows us to calculate welfare in the constrained-efficient model as
o E=E(d) CE/ Ay - —
max G (8 (@l)+e_ u%(a’A)) . 22)
eEaM \ 141 878?7(‘(;{ ) 2

Search frictions imply a tradeoff: if the reservation dividend is high, the probability of
being matched is low. The constrained-efficient reservation dividends are below €, since
otherwise m(d”) = 0. Constrained-efficient illiquidity is hence larger than zero, which is

analogous to a natural unemployment rate.

24Note that we do not differentiate in notation between the German sample and the U.S. sample.
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Figure 5: Spatial distribution of homeowner vacancy rate, U.S.: model vs. data
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Notes: This figure shows the distribution of the homeowner vacancy rate, that is, the vacancy rate in the
owner-occupied housing market, across distances to the city center from our baseline model and from the data.
The model vacancy rates are calculated as defined via the probability of being matched, defined in (21). The
data points are calculated using the ZIP-Code level yearly American Community Survey data from 2012-2023
introduced in Internet Appendix A.2, using the main specification of Regression (1).

The counterpart of m(d”) is the steady-state vacancy rate 1 —m(d*). Our baseline
model correctly predicts the level as well as the spatial variation in vacancy rates (none

of which were targeted) for the United States, which we demonstrate in Figure 5.

Efficient model. In a fully efficient version of the model, matches happen instanta-
neously and the time on the market is zero everywhere. This translates to m(d*) = 1 at
every distance to the city center, such that there are no vacancies. Similarly, every agent
can move directly into the housing unit they prefer best. Hence, with the definition from

(20), welfare in the efficient model version at distance d* is given by € — u%(d®).

Welfare comparison. We calculate the spatial distributions of welfare, as defined in
(20), in the two counterfactual model versions and compare them to the one in the
baseline model in Figure 6. First, notice that search frictions cause large welfare losses.

Compared to the efficient model which abstracts from search frictions entirely, welfare
losses in the baseline model are on average 3.7% in Germany and 2.1% in the United

States, hence 3% on average across the two countries. In Internet Appendix J.3, we
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document that the average welfare loss measured relative to housing prices amounts
to 2% in Germany and to 1% in the United States, hence 1.5% on average across the
two countries. These results are comparable to estimated welfare losses due to frictional
illiquidity in other search markets, such as municipal bond markets (see Hugonnier,
Lester, and Weill, 2019). The smaller average welfare loss in the U.S. arises due to
a more liquid housing market, which implies that the baseline model is closer to the
efficient model. The welfare loss relative to the constrained-efficient model is rather small,
reaching up to 0.4% in Germany and 0.3% in the United States. The difference in the
baseline model compared to the constrained-efficient model lies in the price posting of
sellers. Hence, according to our findings, the interaction of pricing power and search

frictions in the housing market causes small welfare losses.

Figure 6: Spatial welfare loss distributions
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Notes: This figure shows our calculated welfare losses in the baseline model relative to the efficient model and
the constrained-efficient model, for each distance to the city center. Welfare is calculated as defined in (20).

Next, we examine spatial patterns in welfare losses. As shown in Figure 6, welfare

losses increase with distance to the city center. In Germany, agents in the city center
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lose 3.4%, whereas agents in the outskirts lose 4.2% in the baseline model relative to
the efficient model. The difference between these welfare losses amounts to one-fifth
of the average welfare loss at 3.7%. In the United States, spatial differences in welfare
losses are slightly larger (1.9% in the center and 2.4% in the outskirts) and amount to
one-quarter of the average welfare loss at 2.1%. A welfare calculation that does not take

into account these spatial differences would miss a fundamental and large factor.

Welfare decomposition. We further decompose welfare losses into those from lower
probability of being matched (which we refer to as the “matching component”) and those
from lower average dividends (which we refer to as the “valuation component”). This
decomposition is shown in Figure 7. The matching component is dominant — our welfare
results are hence mostly driven by vacancies. Particularly low matching probabilities in

the outskirts imply particularly large welfare losses.

Figure 7: Spatial welfare loss distributions: decomposition
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and decomposed into the percentage change in the first factor m(d®) (“matching component”) and the second
factor E [€ | € > €€ (d*)] — t(d*) (“valuation component”).
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In the efficient model, all agents obtain their maximum idiosyncratic dividend with
zero search. However, in the constrained-efficient model, lower vacancies come at the
cost of lower idiosyncratic valuations. In this model, to achieve a lower vacancy rate,
agents have to accept lower idiosyncratic dividends. Hence, the valuation component
is negative. It becomes more negative with distance to the city center, as vacancies are

more strongly reduced.

Sensitivity analysis. We provide a sensitivity analysis for these results in Internet
Appendix J.4. We find that, first, bootstrapped 95% confidence intervals for welfare
losses are quite narrow and second, the welfare loss estimates are robust to alternative
choices for the housing match persistence and the discount factor. As we would expect,
when we decrease the match persistence, welfare losses become somewhat larger, since
agents have to go into the search process more often. Choosing a different discount factor

has a negligible effect on the welfare loss estimates.

Spatial price gradient comparison. Next, we examine the impact of frictional illig-
uidity on housing prices. Our constrained-efficient model does not involve prices and
thus does not allow for such an analysis. Our efficient counterfactual model describes a
frictionless market in which the spatial price gradient merely reflects travel costs.

We scale up the daily travel cost t(d*) = u%(d”*) to an expected lifetime travel cost
(where “lifetime” refers to the lifetime of a match) with factor /(1 — zf3), assuming that
when an agent becomes unmatched, they immediately find a new match. Then, we have

that for the i-th distance to the city center with i > 2,

B

PE(diA) —PE(diA—1) = —m

(we(@) —pz(aty)), (23)
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where pF(d”) is the price in the efficient model at distance 4. This equation only con-
siders spatial price differences, not levels. For comparison to the baseline model prices,

we set the price in the city center to 1 and scale the spatial differences in (23) by the

price in the distance bin closest to the city center from the baseline model.

Figure 8: Comparison of spatial price gradients
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Notes: This figure shows housing prices in the baseline model, the efficient model, and the data, for each
distance to the city center. For the data points and the baseline model, all prices are normalized by the price
in the first distance bin. For the efficient model, the price in the first distance bin is set to 1 and the spatial
differences in prices thereafter, as defined in (23), are normalized by the price in the first distance bin from
the baseline model. The data points are calculated using the main specification of Regression (1), as displayed
in Figure 1.

We plot the resulting normalized spatial price distributions in Figure 8. U.S. housing
prices decrease by 0.71% per kilometer in the baseline model, but only by 0.24% per
kilometer in the efficient model. For Germany, prices decrease by 3.61% per kilometer
in the baseline model, but only by 1.27% per kilometer in the efficient model. Spatial
price distortions due to inefficient illiquidity are therefore sizable. For both Germany and
the United States, our model implies that the spatial gradient becomes about 3 times as

large due to search frictions and the associated spatial differences in housing liquidity.
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6 Conclusion

In this paper, we build novel spatial datasets from Germany and the United States
to demonstrate that housing market liquidity declines with distance to the city center.
We develop a spatial search model of the housing market and show that higher travel
costs to the city center lead to lower market tightness, which in turn reduces liquidity
and depresses sales prices. Moreover, we structurally estimate the extent to which search
frictions shape the spatial distribution of welfare and housing prices. We conclude that
accounting for search frictions and their impact on housing prices is essential for a more
realistic perspective on housing markets. Our findings can also inform research on the
link between liquidity and the valuation of real assets. In particular, given the recent
“great rotation” (Koijen, Shah, and Van Nieuwerburgh, 2025) toward infrequently traded,
heterogeneous private and real assets, our results can help future research identify sys-

tematic variation in the pricing of such assets.
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Internet Appendix for

“Spatial Distribution of Housing Liquidity”

A Data sources and cleaning procedures

In this section, we present in detail the steps that we took to prepare the data for the

empirical analysis.

A1 German data

Matching algorithm. We start the algorithm by matching each transaction to potential
ads based on location. This gives us a pool of potential matching ads for each transaction.
We then follow a series of steps to eliminate those ads that are unrealistic matches. First,
we exclude advertisements that were published after the contract date and ads that
were removed more than one year before the contract date. The algorithm proceeds by
matching observations with complete addresses, that is, addresses which include street
names and house numbers. However, for apartments, having information on solely the
street name and the house number is insufficient for a successful match, as there may
be multiple apartment transactions related to the same building. If that is the case, the

algorithm excludes ads based on property characteristics in the following order:
1. The living area differs by more than 10%.
2. The floor number differs by more than 2.
3. The building year differs by more than 5 years.
We choose these property characteristics since they have the lowest number of missing

values from the set of variables that are covered by both datasets and select numeric
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values for the criteria that give us reasonable buffers for measurement errors due to
incorrect user inputs. If, after this process, we still have more than one potential listing
for a particular transaction, we continue to eliminate listings in the following sequential

steps until we have only one listing for a particular transaction:

1. We keep the ad(s) that minimize(s) the distance to the transaction in terms of

living area.
2. We keep the ad(s) that minimize(s) the distance in terms of floor number.

3. We keep the ad(s) that minimize(s) the spread between the listing price and the

sales price.

4. We eliminate listings that were taken out more than three months prior to the

actual transaction.

If we still have multiple matches after these steps, we drop them because we have no
way of identifying the correct match.

Next, we check if we have assigned an ad to multiple transactions. If this is the case,
we keep only the most likely match following the steps described above. When we match
based on the building’s exact address, we do not exclude matches with different building
years. Matching by address is sufficient to identify a building, and typically the building
year is the same for all flats within a building. When this is not the case, we attribute the
different building years to measurement error, that is, incorrect user-specified information
on the advertisement websites. We match the transactions which do not have entries
with complete addresses via the same process as for those with complete addresses, but
condition sequentially on the following geographical objects: street name, ZIP Code, and
neighborhood (Stadtteil), until we have a unique match. If there is no unique match, we

drop the observation.



On average, we match about 30% of the transactions across cities. The relatively low
proportion of transactions that are matched is largely due to overmatching, that is, the
fact that in many cases we end up with more than one potential advertisement for a
given transaction after the algorithm has applied all criteria. In Table A1, we provide

further information on the matched observations by city.

Table A1l: Summary statistics: matched dataset

City # Transactions # Ads  # Matched Avg. sales price (€) Avg. asking price (€)
Hamburg 80,157 78,342 20,418 356,541 358,604
Munich 57,629 112,135 25,966 493,312 495,710
Cologne 41,338 46,349 14,273 237,462 254,164
Frankfurt 35,493 39,083 12,035 388,445 405,843
Duesseldorf 35,581 34,669 11,611 288,863 303,802

Notes: This table reports summary statistics about the matched transaction and advertisement data for the
period 2012-2024.

We show that the matched sample is not biased along several important characteristics
of the transacted properties in Figure A1l. We plot the distributions from the matched
sample and the universe of transactions, with all cities pooled together, of the variables
living area, building year, distance to the city center, and sales price. For each of these
variables, the two distributions mostly overlap, which indicates that the matched sample

is representative of the universe of transactions.



Figure Al: Matched sample and universe of transactions, all German cities pooled
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Notes: These plots show histograms of different variables in the matched sample and the universe of transactions.
The y-axis measures the frequency in percent of a given value on the x-axis in the respective sample.

Data preparation. We transform several variables to prepare them for regression analy-
sis. We control for the following variables: living area in m?, living area squared, number
of rooms, year of construction, “Altbau” or not, “Neubau” or not, physical condition of the
building, whether the apartment is in the upper floor of the house or not, whether the
apartment is rented out or not, type of heating, source of heating, whether the apartment
has a fitted kitchen or not, whether the apartment has an open kitchen or not, whether
the bathroom has a shower, whether the bathroom has a bathtub, whether the apartment
has a terrace or balcony, whether the apartment has a basement, whether the apartment
has a garden, and the number of parking spaces. These control variables are identical
for the regressions with rental housing.

We control for the age of the properties by creating a categorical variable that di-
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vides the observations into different construction periods. We follow the commonly used
categories introduced by the official German appraisers. In particular, we construct the
following categories: pre-1950, 1950-1977, 1978-1990, 1990-2005, and post-2005. We
use a categorical variable rather than a continuous variable for the building year of the
property because the relationship between age and price or liquidity is highly non-linear
in the case of the German housing market, as shown in Amaral et al. (2023). In addition,
we also include a category for properties that are being occupied for the first time and
another category that identifies properties where construction is not yet complete. We
divide the heating type of each home into four different categories. We define “brown”
dwellings as those that consume energy produced by oil or coal, or use space heating
and tile stove heating. We define “standard” dwellings as those that consume energy
produced by gas and use central heating. We define “green” properties as those where
the energy comes from solar, heat pumps or pellets, or use district heating or CHP. We
also use an “other” category, taken directly from the dataset, which includes other en-
ergy sources. We use a categorical variable to consider the quality of the furnishings
and interiors of the property and a categorical variable to categorize the quality of the
construction of the building, both of which are provided directly in the dataset. We create
a categorical variable to control for the number of rooms in the property. The variable
has four categories: 1 room, 2 rooms, 3 rooms, and 4 or more rooms. We also control for
the number of floors on which the apartment is located and the total number of floors

in the building where the apartment is located.



A.2 U.S.data

Redfin is both a real estate brokerage and an online platform. Redfin typically has
direct access to data from local multiple listing services (MLS) and adds those listings to
the platform. However, unlike the well-known Zillow platform (which we cannot use due
to a lack of data availability for liquidity variables at the ZIP-Code level), Redfin has a
low coverage of for-sale-by-owner (FSBO) listings because Redfin does not allow sellers
to post listings themselves. Since FSBOs account for only about 6% of all home sales in
the U.S. (see: National Association of Realtors), by including the majority of MLS listings,
Redfin covers most of the market. We clean the data by dropping all ZIP Codes for which
the time on the market estimates are, on average, based on less than 10 observations and
there is one month with less than 5 observations. For a robustness analysis, we collect
data on time on the market from another online platform, Realtor.com, which covers most
local MLS in the United States, and compare these results to our baseline results. We
estimate the time on the market gradient using both datasets. Because the Realtor.com
platform only provides data for an “all residential” category, we cannot perform the
comparison for different segments separately. Moreover, the dataset from Realtor.com
only starts in 2016, so we limit our analysis to the period between 2016 and 2023. In
Table A2, we provide outputs for regressions of time on the market on distance to the
city center using both the Redfin and Realtor.com data, with very similar results.

For our U.S. control variables on housing characteristics and demographic compo-
sition, we use yearly data from the American Community Survey 5-year estimates at
the ZIP-Code level from 2012 to 2023. The variables are listed in Section 3.1. Lastly,

for the measure of U.S. neighborhood quality, we use data from Chetty et al. (2025).


https://www.nar.realtor/research-and-statistics/quick-real-estate-statistics

We calculate ZIP-Code-level averages of the fraction of children born between 1978 and
1983 who were incarcerated on April 1st, 2010 (jail pooled pooled mean).

Table A2: Time on the market and distance to the city center in the U.S. (2016-2023)

(1) (2) 3) )
Redfin Realtor.com Redfin Realtor.com
Distance to center (in km) 0.01** 0.02*** 0.03*** 0.03***

(0.005) (0.002) (0.004) (0.002)

MSA x Year-Month FE v v v v
State FE v v v v
Property characteristics v v

N 503,101 503,101 503,101 503,101
ZIP Codes 5,666 5,666 5,666 5,666
Adj. R? 0.37 0.34 0.42 0.37
Mean(TOM) 6.36 7.32 6.36 7.32

Notes: This table shows results for regressions of time on the market on the distance to the city center as specified
in Regression (1). Time on the market is measured in weeks. Standard errors (in parentheses) are clustered
at the MSA-year level. Median income and property characteristics are control variables. The underlying data
bundles all residential housing types into one category. *: p < 0.1; %% : p < 0.05; x** : p < 0.01.



B Additional summary statistics

B1 German cities

Table B1: Summary statistics: time on the market and prices in German cities (2012-2024)

Time on the market in weeks Sales price in €1,000

City Mean SD P25 P75 |Mean SD P25 P75 N
Hamburg 15.13 17.59 3.10 20.40 | 357 267 188 437 20,418
Munich 12.34 15.53 2.30 16.30 | 493 308 285 611 | 25,966

Cologne 12.42 16.19 2.30 16.20 | 237 153 130 300 | 14,273
Frankfurt 15.04 18.23 2.60 20.20 | 388 253 210 499 | 12,035
Duesseldorf | 12.99 16.28 2.30 17.00 | 289 225 137 365 | 11,611

Notes: This table reports summary statistics of time on the market and sales prices by city for the period

2012-2024. All estimates are based on the matched dataset. N is the total number of transactions in the
respective matched dataset.




B.2 U.S. cities

Table B2: Summary statistics: time on the market and prices in U.S. cities (2012-2023)

‘ Time on the market in weeks Sales price in $1000

MSA Mean SD P25 P75 Mean SD P25 P75 | Nr. ZIP Codes N

Atlanta-Sandy Springs-Alpharetta, GA 6.12 3.53 3.57 8.00 293 197 161 368 156 22,125
Austin-Round Rock-Georgetown, TX 5.71 439 286 7.43 415 264 240 505 68 9,790
Baltimore-Columbia-Towson, MD 7.26 5.61 3.64 9.43 404 177 280 495 117 16,547
Boston-Cambridge-Newton, MA-NH 6.90 6.32 257 10.71 609 373 372 705 211 25,239
Charlotte-Concord-Gastonia, NC-SC 10.36 6.25 6.29 12.86 266 178 156 324 94 12,173
Chicago-Naperville-Elgin, IL-IN-WI 7.87 4.77 486 9.86 311 243 170 374 285 24,336
Cincinnati, OH-KY-IN 10.47 7.11 6.57 13.43 193 104 122 240 115 16,287
Dallas-Fort Worth-Arlington, TX 5.36 3.06 3.29 6.57 291 207 169 352 208 16,691
Denver-Aurora-Lakewood, CO 3.22 3.09 1.14 4.14 461 197 320 565 98 14,056
Detroit-Warren-Dearborn, MI 466 3.36 2.36 6.00 225 130 129 300 174 13,375
Houston-The Woodlands-Sugar Land, TX 5.80 4.01 3.00 7.57 270 208 155 310 182 26,188
Las Vegas-Henderson-Paradise, NV 8.59 3.89 593 10.86 293 128 200 366 57 8,208
Los Angeles-Long Beach-Anaheim, CA 5.72 3.19 3.86 6.86 851 529 505 999 315 29,210
Miami-Fort Lauderdale-Pompano Beach, FL 9.31 5.00 6.43 10.43 509 402 284 575 126 7,633
Minneapolis-St. Paul-Bloomington, MN-WI 6.09 4.58 3.00 7.86 320 147 222 385 168 24,188
New York-Newark-Jersey City, NY-NJ-PA 10.55 8.07 5.29 13.57 | 613 374 378 728 613 21,050
Orlando-Kissimmee-Sanford, FL 7.25 5.87 3.14 10.07 281 142 180 350 77 10,799
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD | 7.89 5.85 4.00 10.29 | 323 188 190 402 256 10,865
Phoenix-Mesa-Chandler, AZ 6.48 276 4.79 7.57 344 220 211 418 123 17,691
Pittsburgh, PA 13.53 7.12 8.57 16.43 177 109 104 222 146 20,752
Portland-Vancouver-Hillsboro, OR-WA 4.75 5.00 1.57 6.07 431 184 300 528 103 14,540
Riverside-San Bernardino-Ontario, CA 6.19 3.44 4.00 7.57 390 180 260 488 92 13,156
Sacramento-Roseville-Folsom, CA 3.57 272 171 4.57 424 181 295 526 74 10,654
San Antonio-New Braunfels, TX 7.77 4.86 4.71  9.50 234 122 150 300 84 12,084
San Diego-Chula Vista-Carlsbad, CA 4.27 415 214 5.07 783 446 490 906 79 11,279
San Francisco-Oakland-Berkeley, CA 271 156 186 3.14 | 1,111 585 672 1,450 128 8,344
Seattle-Tacoma-Bellevue, WA 3.19 3.18 1.00 4.29 591 374 335 726 136 11,382
St. Louis, MO-IL 9.20 7.64 493 11.57 | 200 142 111 245 167 19,190
Tampa-St. Petersburg-Clearwater, FL 6.21 4.48 2.64 9.00 292 218 168 357 12 1,728

Notes: This table reports summary statistics of time on the market and sales prices by MSA for the period
2012-2023. N is the number of ZIP-Code-year-month observations in the respective subset of data.

B.3 Asking price discount

In Figure B1, we plot a histogram of the asking price discount for our matched German
sample by city. The majority of transactions exhibit a negative discount, that is, properties
typically sell below their asking prices. The distribution resembles a normal distribution
but has a more positive skew and thinner tails. On average, a property is transacted at a
sales price below its asking price. There is a clear bunching at an asking price discount of
0%. This finding has been documented for other countries and reflects that the asking

price is a relevant anchor for the bargaining process in housing markets, as it is a partial



commitment for the seller (Han and Strange, 2016). In Table B3, we present results for
regressions of the asking price discount on distance to the city center. For all specifications,

there is a negative and highly significant coefficient on the distance to the city center.

Figure B1: Histograms of asking price discount (2012-2024)
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Notes: These plots show histograms for the asking price discount in our matched data set.
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Table B3: Asking price discount and distance to the city center, Germany (2012-2024)

(D (2) 3) @) (5) (6)

APD APD APD APD APD APD
Distance to center (in km) -0.15*  -0.16*** -0.11**
(0.04) (0.03) (0.05)

Travel time to center (in min) -0.07* -0.07***  -0.03
(0.02) (0.01) (0.03)

City x Year-quarter FE v v v v v v
Property characteristics v v v v
Borough FE v v

N 84,292 84,292 84,292 84,292 84,292 84,292
Adj. R? 0.02 0.05 0.05 0.02 0.05 0.05
Mean(APD) -1.56 -1.56 -1.56 -1.56 -1.56 -1.56

Notes: This table shows results for regressions of the asking price discount on the distance to the city center as
specified in Regression (1). “APD” refers to the asking price discount in percent. Standard errors (in parentheses)
are clustered at the city-year level. The list of property characteristics controls is available in Internet Appendix
Al x:p<O0.1;%xx:p<0.05 xxx:p<0.01.

Table B4: Asking price discount and distance to the city center, U.S. (2012-2023)

€y} (2) (3) 4 (5) (6)

APD APD APD APD APD APD
Distance to center (in km) -0.01***  -0.03"*  -0.02***
(0.002) (0.002) (0.003)

Travel time to center (in min) -0.01**  -0.03*** -0.02***
(0.002) (0.002) (0.003)

MSA x Year-month FE v v v v v v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v

N 608,986 607,411 607,411 608,986 607,411 607,411
ZIP Codes 4,464 4,463 4,463 4,464 4,463 4,463
Adj. R? 0.53 0.55 0.56 0.53 0.55 0.56
Mean(APD) -1.29 -1.28 -1.28 -1.29 -1.28 -1.28

Notes: This table displays the output of Regression (1) on asking price discount (APD), measured in percent
of the asking price. The regressions are based on data for single-family houses for the 30 largest MSAs in the
U.S. in the period between 2012-2023. Standard errors (in parentheses) are clustered at the MSA-year level.
x:p <0.1;%%:p<0.05; *%x: p <0.01.
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C Additional empirical results
C1 Spatial distribution of time on the market in German cities

Figure C1: Time on the market across space, Germany (2012-2024)
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Notes: These maps display the spatial distribution of time on the market (TOM) by city from our matched
German dataset, averaged within rings around city centers. Shapefile data sources:

Hamburg: https: // suche. transparenz. hamburg. de/dataset/stadtteil-profile-hamburglO.
Munich: https: //opendata. muenchen. de/dataset/vablock_stadtbezirke_opendata.

Cologne: https: //offenedaten-koeln. de/dataset/stadtbezirke-kéln.

Frankfurt: https: // geowebdienste. frankfurt. de/WFS_Stadtgebietsgliederung.

Duesseldorf: https: //opendata. duesseldorf. de/dataset/ stadtteilgrenzen—disseldorf-2025.
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C.2 Spatial distribution of sales prices in German cities

Figure C2: Sales prices across space, Germany (2012-2024)
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Notes: These maps display the spatial distribution of sales prices by city from our matched German dataset,

averaged within rings around city centers. Shapefile data sources:

Hamburg: https: // suche. transparenz. hamburg. de/dataset/stadtteil-profile-hamburglo.
Munich: https: //opendata. muenchen. de/dataset/vablock_stadtbezirke_opendata.

Cologne: https: //of fenedaten-koeln. de/dataset/stadtbezirke-kéln.
Frankfurt: https: // geowebdienste. frankfurt. de/WFS_Stadtgebietsgliederung.

Duesseldorf: https: // opendata. duesseldorf. de/dataset/ stadtteilgrenzen—disseldorf-2025.
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C.3 Probability of sale

In the main text, we document that time on the market increases with distance to the
city center. In this appendix, we translate this duration pattern into the probability that a
given listing is sold. Because time on market is measured in weeks, we approximate the
weekly probability of sale at location d using the reciprocal of the mean time on the market
in that distance bin, p(d) = 1/TOM(d). This mapping is motivated by a simple discrete-
time sale process in which a listing sells each week with probability p(d), implying an
expected duration E[T | d] = 1/p(d). In practice, the sample mean TOM(d) provides an
empirical approximation to the expected duration E[T | d] within each location bin, so
its inverse yields a transparent, easily interpretable proxy for the probability of sale.

This approach implicitly assumes that all listings eventually sell, which is unlikely to
hold exactly in the data. To show that this assumption does not drive our results, we
additionally exploit a measure available from Redfin that reports the share of listings
sold within two weeks of being listed. For Germany, we construct an analogous measure
using listing-level data.?>

Figure C3 plots the relationship between distance to the city center and both the
implied weekly probability of sale and the share of listings sold within two weeks. The
resulting estimates indicate that the probability of sale declines sharply with distance to
the city center, closely mirroring the increase in time on market. Listings located farther
from the center are therefore less liquid in the sense that they face a lower probability of
selling in the subsequent week. Comparing the city center to the outskirts, the implied
weekly probability of sale decreases by approximately 20 percent in both Germany and

the United States.

25We classify listings that are removed from the platform within two weeks as successful sales.
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These findings are corroborated by the two-week sale measure, which exhibits a

similarly pronounced negative gradient with distance. Quantitatively, the probability of

selling within two weeks is higher in the city center than in the outskirts by approximately

22 percent in Germany and 18 percent in the United States.

Figure C3: Time on the market and probability of sale gradients for Germany (2012-2024) and
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Notes: The binned scatter plots in the first row display the results of Regression (1) with time on the market
as the outcome variable, using 15 equally sized distance bins. The probability of sale is calculated using the
predicted time on the market from the regression. The binned scatter plots in the second row have the share of
listings that get sold within two weeks as the outcome variable. The binned scatter plots are produced following
Cattaneo et al. (2024) and based on the complete regression specification, as shown in columns two and five
of Tables 2 and 3.

C.4 Additional determinants of housing liquidity in German cities

In our main analysis, we focus on how liquidity varies across space. Nevertheless,
houses differ along several other dimensions that may also influence liquidity. In fact,
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an extensive literature has investigated determinants of housing liquidity. Particularly
expensive locations (“prime locations”) are associated with a shorter time on the market
(Smith, 2009). By contrast, atypical properties experience both longer times on the
market and higher listing prices, due to strong search frictions and thin buyer pools
(Haurin et al., 2010). Dwelling size and age exhibit nonlinear effects: larger, appropriately
priced homes tend to sell more quickly, while older or functionally obsolete properties
often remain longer on the market (see Knight, 2002; Cirman, Pahor, and Verbic, 2015).
In what follows, we compare the most important property characteristics — location, size,
and age - in explaining variation in time on the market.

In Figure C4, we plot the coefficients for living area (in square meters), building
year, and distance to the city center from Regression (1), standardized by their standard
deviations and set into absolute values. As is evident from the plot, distance to the city
center has the strongest impact on liquidity, whether measured as travel time or physical
distance. Its coefficient is more than twice as large as that of building year. The coefficient
for size is not significant.2 Overall, this indicates that although liquidity varies with other
physical characteristics of the property, location — measured by distance to the city center —
is the most important factor. Unfortunately, due to data limitations, we cannot run similar
regressions for the United States. However, Smith (2009) uses U.S. data to regress time
on the market on property characteristics and shows that including the exact location,
as given by the properties’ coordinates, strongly increases the predictive power of the

regression — even when size and age are already included.

Other determinants of time on the market. A large body of empirical work has exam-

ined the determinants of time on the market (TOM) in residential real estate. In addition

26The coefficient for size is negative and significant in the more parsimonious specification of the regres-
sion, but becomes insignificant once other property characteristics are included.
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Figure C4: Determinants of time on the market, Germany (2012-2024)
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Notes: This plots shows OLS regression coefficients for the combined German sample, as well as their respective
99% confidence intervals, based on regression (1). The coefficients are standardized across the displayed
determinants using the respective sample standard deviation. Travel time is measured in car travel minutes
from the city center. Physical distance is the kilometer distance to the city center.

to the property characteristics mentioned in the previous paragraph, U.S. studies high-
light the role of pricing strategy and overpricing (Anglin, Rutherford, and Springer, 2003),
seller motivation and urgency (Glower, Haurin, and Hendershott, 1998), and financial
constraints such as low equity or high indebtedness (Genesove and Mayer, 1997) as
key drivers of selling time. Despite these consistent patterns, the explanatory power of
empirical TOM models remains limited. Studies typically report low R-squared values,
often below 0.20, which reflects that a large share of variation in selling times is left unex-
plained. This issue has been widely acknowledged in the literature, with a meta-analysis
in Sirmans, MacDonald, and Macpherson (2010) noting that TOM is inherently difficult
to predict due to idiosyncratic buyer—seller interactions and unobserved heterogeneity.
Even when controlling for pricing, seller characteristics, and credit conditions, much of
the observed dispersion in TOM persists, suggesting that random shocks, local demand
fluctuations, and negotiation dynamics play a central role. In our estimation, the uncer-
tainty surrounding time on the market does not bias the estimated relationship, provided

that unobserved determinants are not systematically correlated with location. Evidence

for this is given by the substantially higher R-squared values we obtain in our more
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aggregated U.S. analyses at the ZIP code level. This suggests that a considerable share of

the unobserved heterogeneity averages out once observations are spatially aggregated.

C.5 Time series of housing liquidity and prices in the U.S.

As we mention in the main text, our documented within-city spatial variation in
housing liquidity and prices is comparable to the variation over time. Figure C5 displays
Redfin time series of U.S.-level quarterly log median sales prices and time on the market,
decomposed via a Hodrick—Prescott filter with standard penalty parameter A = 1,600.
The cyclical variation is obtained by isolating the cyclical component of a seasonally ad-
justed time series (provided by Redfin via X-13ARIMA-SEATS) from the Hodrick-Prescott
filter. The seasonal variation is obtained by isolating the cyclical component of the un-
adjusted time series from the Hodrick—Prescott filter and subtracting the cyclical time
series.

As becomes evident from the figure, the seasonal variation in prices amounts to about
10%, while the variation over the business cycle amounts to 10-15%. This is comparable
to a spatial price difference in the U.S. over 20-30km (with prices changing by 0.5% per
kilometer, see Table D7). For the time on the market, the seasonal variation amounts
to about 2 weeks, while the the variation over the business cycle amounts to 2-3 weeks.
This is comparable to a spatial time-on-the-market difference in the U.S. over 40-60km

(with the time on the market changing by 0.05 weeks per kilometer, see Table D6).

C.6 Market tightness in German and U.S. cities

Germany. The data are from RWI - Leibniz-Institut fiir Wirtschaftsforschung and Im-

mobilienScout24 (2024). Since in this dataset we do not have the exact location of each

18



Figure C5: Variation in U.S. housing market variables around long-run trends

Log median sales price Median TOM (in weeks)

2015-1 2020-1 2025-1 2015-1 2020-1 2025-1

Seasonal variation — Cyclical variation

Notes: These plots display decomposed time series of U.S.-level quarterly log median sales prices and time on
the market (TOM).

apartment, but only the ZIP Code, we calculate distances to the city center using the
centroids of ZIP Code areas. For the same reason, we cannot present results with ZIP
Code fixed effects. In addition to year-quarter- and city fixed effects, we control for
the following property characteristics: size in square meters, number of rooms, bath-
rooms, kitchens, and balconies, floor number of the apartment, building year category,
type of heating system, whether the building is a landmark, and whether the apartment
is owner-occupied or rented. The results are documented in Table C1. The number of
contact clicks per ad decreases significantly with distance to the city center, confirming

the results from the binned scatterplot in the main text.
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Table C1: Contact clicks and distance to the city center, Germany (2012-2024)

(1) (2)
Clicks Clicks
Distance to center (in km) -0.49*** -0.46***
(0.11) (0.11)

City x Year-quarter FE v v
Property characteristics v

N 192,512 192,512
Adj. R? 0.20 0.20
Mean(clicks) 20.72 20.72

Notes: This table shows results for regressions of contact clicks per advertisement on the distance to the city
center as specified in Regression (1). “Clicks” refers to the contact clicks per ad as defined in the text. Standard
errors (in parentheses) are clustered at the city-year level. The list of property characteristics controls is
available in Internet Appendix A.1. x: p < 0.1; % : p < 0.05; % xx: p < 0.01.

Moreover, as mentioned in the main text, these results on market tightness are unlikely
to be driven by an increasing supply of housing with distance to the city center. In Figure
C6, we plot the amount of residential built-up volume by distance to the city center in
the German cities from our sample and the 5 largest U.S. cities, retrieved via the Global
Human Settlement Layer Database (Pesaresi and Politis, 2023; Pesaresi et al., 2024). We
observe that the amount of residential built-up volume in fact decreases with distance
to the city center, generally speaking.

To get these measures, we first subtract the non-residential layer of built-up volume
(GHS-BUILT-V-NRES) from the total layer of built-up volume (GHS-BUILT-V-RES+NRES)
to obtain residential built-up volume across 100m x 100m grid cells. We select all grid
cells within the respective city boundary and calculate the distance to the city center for
each grid cell (using the city centers defined in Section 2.3). Then, we create 100 distance
bins for these grid cells and sum up the residential built-up volume by distance bin. We
select the year 2015 to show results for the definition year of functional urban areas

for U.S. cities (see Moreno-Monroy, Schiavina, and Veneri, 2021), also retrieved via the
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GHSL database (GHS-FUA), which define cities based on commuting flows, following the
EU-OECD definition from Dijkstra, Poelman, and Veneri (2019). For consistency, we also
show built-up volume in 2015 for German cities, even though here we use administrative

boundaries, as in the main empirical exercise.

Figure C6: Residential built-up volume by distance to city center (2015)

Residential housing in German cities
City boundary definitions: administrative boundaries. Distance bins: 100.
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Notes: These plots display the amount of residential built-up volume by distance to the city center in the
German cities from our sample and the 5 largest U.S. cities.

United States. For the U.S., we are not aware of publicly available data on contact
applications to listings. We therefore approximate market tightness using a turnover-
based measure. Specifically, for each ZIP-code-year-month combination, we compute the

ratio of homes sold in a given month to the sum of end-of-month active listings, homes

21



sold, and pending sales (which are not counted as active listings). We then regress this
turnover measure on distance to the city center using our baseline Regression (1). The
results, reported in Table C2, consistently show a negative and significant coefficient
across all regression specifications. This shows that locations farther from the city center
exhibit lower market turnover, which suggests lower market tightness. As in Germany, in
U.S. housing markets demand is tighter closer to the city center, even though these areas
contain more housing units. Figure C7 displays binned scatter plots to show the relation
between the number of listings and distance to the city center controlling for differences
in property characteristics and demographics. The figure shows that the number of active
listings decreases with distance from the city center, both for single-family homes and
for all property types combined. Housing supply is denser in central areas and becomes

increasingly sparse toward the outskirts.

Table C2: Sales to active listings and distance to the city center; U.S. (2012-2023)

€9) 2) 3) 4) (5) (6)
Turnover Turnover Turnover Turnover Turnover Turnover
Distance to center (in km) -0.02**  -0.06**  -0.04***

(0.006) (0.006) (0.005)

Travel time to center (in min) -0.03**  -0.07***  -0.05***
(0.006) (0.006) (0.006)

MSA x Year-month FE v v v v v v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v

N 569,099 568,235 568,235 569,099 568,235 568,235
ZIP Codes 4,200 4,199 4,199 4,200 4,199 4,199
Adj. R? 0.50 0.53 0.56 0.51 0.53 0.56
Mean(TOM) 32.89 32.90 32.90 32.89 32.90 32.90

Notes: This table displays the output of Regression (1) on turnover, which we define as the ratio of sales to
actives listings within a given month. The regressions are based on data for single-family houses for the 30
largest MSAs in the U.S. in the period between 2012-2023. Standard errors (in parentheses) are clustered at
the MSA-year level. x : p < 0.1; %% : p < 0.05; % xx : p < 0.01.
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Figure C7: Total listings by distance to city center, U.S. (2012-2023)
(@) All property types (b) Single-family houses

Log active listings
Log active listings

T T T
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70

Distance to city center (in km) Distance to city center (in km)
Notes: These binned scatter plots display the results of Regression (1) with log active listings as the outcome
variable, using 15 equally-sized distance bins. Panel a shows the results for the sum of listings across all
property types. Panel b shows the results for all listings of single-family houses. The binned scatter plots are
based on the complete regression specification, as shown in columns three and six of Tables 2 and 3. The binned
scatter plots are produced following Cattaneo et al. (2024).

C.7 Travel time and market tightness

In Section 3, we document for both the U.S. and Germany that housing liquidity and
market tightness decline with distance from the city center and other focal locations
within a city. In this section, we show that actual travel costs, as measured in the data,
are closely correlated with distance to these focal locations and are strongly associated
with both market tightness and liquidity in cross-sectional and time-series variation.

To approximate actual travel costs, we use data from the American Community Survey
(ACS), which asks respondents how many minutes they typically spend commuting to
work each day. We obtain ZIP-code-level information from the five-year ACS samples and
county-level information from the one-year samples.?” The one-year samples provide a
time-varying measure of travel time to work at an annual frequency and are therefore
more suitable for time-series analyses. However, these one-year samples do not report

data at the ZIP-code level.

27Because the 2024 one-year sample is already available, we include it in our analysis. Note that no
one-year sample was collected in 2020 due to the pandemic, so that year is omitted from the county-level
analysis.
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Figure C8: Time to work and distance to city center, U.S. (2012-2023)
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Using the ACS commuting data, we first examine its correlation with our distance-

to-city-center measure. As shown in Figure C8, the two measures are strongly positively

correlated: households living closer to the city center report substantially shorter com-

mute times than those living farther away. This provides direct evidence that our distance

measure also captures differences in commuting costs.

Table C3: Cross-sectional evidence on turnover and travel time to work, U.S. (2012-2023)

€Y) 2 3) 4 5) (6)
TOM TOM TOM Turnover Turnover Turnover
Travel time to work (in min) 0.07*** 0.12*** (Q.07*** -0.14%** -0.21*** -0.12%**

(0.010) (0.012) (0.011) (0.011) (0.013) (0.012)

MSA x Year-month FE v v v v v v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v

N 569,099 568,235 568,235 569,099 568,235 568,235
ZIP Codes 4,200 4,199 4,199 4,200 4,199 4,199
Adj. R? 0.45 0.48 0.50 0.51 0.53 0.56

Mean(dependent variable) 6.85 6.84 6.84 32.89 32.90 32.90

Notes: This table displays the output of Regression (1) on time on the market and turnover, which we define as
the ratio of sales to actives listings within a given month. The regressions are based on data for single-family
houses for the 30 largest MSAs in the U.S. in the period between 2012-2023. Standard errors (in parentheses)
are clustered at the MSA-year level. x: p < 0.1; %% : p < 0.05; xxx: p < 0.01.

We then repeat our baseline analysis, replacing distance with actual commute time.
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The first three columns of Table C3 show that longer commute times are significantly
associated with longer time on the market, confirming our baseline findings. Running
the same specification with turnover as the dependent variable yields consistent results:
ZIP Codes with longer average commute times exhibit lower turnover. These findings
are robust across alternative specifications, including those controlling for income and
demographic characteristics.

Finally, we provide time-series evidence on the relationship between liquidity and
commute time. We estimate county-level time-series regressions that include county
fixed effects, thereby exploiting within-county variation over time and controlling for all
time-invariant county characteristics. The results, reported in Table C4, corroborate the
cross-sectional evidence: in periods with longer commute times, properties stay on the

market longer and turnover is lower.

Table C4: Time-series evidence on turnover and travel time to work, U.S. (2012-2024)

€3] (2) 3 @ 5) (6)
Log TOM Log TOM Log TOM Log Turnover Log Turnover Log Turnover

Travel time to work (in min)  0.04***  0.04***  0.06*** -0.02%** -0.02%** -0.03%**

(0.007) (0.007) (0.006) (0.004) (0.004) (0.004)
County FE v v v v v v
Demographic controls v v v v
Property characteristics v v
N 4,876 4,876 4,876 4,876 4,876 4,876
Counties 431 431 431 431 431 431
Adj. R? 0.61 0.62 0.65 0.58 0.58 0.65
Mean(dependent variable) 1.94 1.94 1.94 2.88 2.88 2.88

Notes: This table displays the output of Regression (1) on log turnover, which we define as the ratio of sales
to actives listings within a given month, and log time on the market. The regressions are based on data for
single-family houses for the 431 largest counties in the U.S. in the period between 2012-2024. The year of
2020 is omitted as the American Community Survey (ACS) did not collect data for that year. Standard errors
(in parentheses) are clustered at the state level. x: p < 0.1; % : p < 0.05; x** : p < 0.01.
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C.8 Spatial distribution of rental yields

In this section of the internet appendix, we present results on the spatial distribution of
rental yields. We use listings data for investment properties, that is, properties advertised
with both a rental income and a listing price, to construct property-level estimates of
rental yields. These estimates reflect gross rental yields; however, as long as maintenance
and utility costs do not vary systematically with distance to the city center, this does not
affect our results.

Our dataset comprises approximately 51,000 observations across all cities in our Ger-
man sample. We then estimate Regression (1), using gross rental yield as the dependent
variable. In Figure C9, we plot the binned scatter results, and in Table C5 we report
the regression estimates, including specifications in which the dependent variable is the
logarithm of gross rental yield.

Across all specifications, our results are robust and show that rental yields increase
significantly with distance to the city center. The differences between central and pe-
ripheral locations are sizable: properties on the outskirts exhibit rental yields more than
1 percentage point higher than those in the city center. Overall, these findings provide

additional evidence that market liquidity is priced in across space.
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Figure C9: Rental yields and distance to city center, Germany (2012-2024)

Gross rental yield (in %)

0 5 10 15
Distance to city center (in km)

Notes: These binned scatter plots visualize the results of Regression (1) with gross rental yield as the outcome

variable, using 15 equally-sized distance bins. The binned scatter plots are produced following Cattaneo et
al. (2024)

Table C5: Rental yields and distance to city center, Germany (2012-2024)

€3] 2 3 4
Rental yield Rental yield Log rental yield Log rental yield
Distance to center (in km) 0.10%** 0.11%** 0.03%** 0.03%**
(0.01) (0.01) (0.00) (0.00)

City x Year-quarter FE v v v v
Property characteristics v v
N 51,545 51,545 51,545 51,545
Adj. R? 0.38 0.43 0.47 0.53
Mean(dependent variable) 4.02 4.02 1.31 1.31

Notes: This table displays the output of Regression (1) on gross rental yield, measured as the ratio of annual
gross rental income to listings price in percent. In columns 3 and 4, the left hand side variable is log gross rental
yields. The regressions are based on data for apartments for the five large German cities in our sample between
2012 and 2024. The list of property characteristics controls is available in Internet Appendix A.1. The second
and fourth columns additionally control for time on the market and the asking price discount, respectively. The
regressions are based on the matched sample for all cities, covering the period from 2012 to 2024. Standard
errors (in parentheses) are clustered at the ZIP Code level. x : p < 0.1; %% : p < 0.05; xxx : p < 0.01.
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D Robustness analysis

D1 Results for individual cities

Germany. We run Regression (1) for each city separately and report the coefficients
with the corresponding 95% confidence intervals by city bundled in Figure D1. For all
cities, the coefficients for both kilometer distance and car travel time are positive and
highly significant. The coefficient magnitudes are similar across cities, especially after
including controls.

Figure D1: Time on the market and distance to city center by city (2012-2024)

(@) Distance to city center (in km) (b) Travel time to city center (in min)
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Notes: These plots show the OLS regression coefficients of distance to the city center as specified in (1) with 95%
confidence intervals with the standard errors clustered at the year level. All regressions include year-quarter
fixed effects. See Internet Appendix A.1 for a full list of property characteristics controls.

United States. We also test whether we can find the time on the market gradient
for individual MSAs. For all cities, we find a positive time on the market gradient with
significance at the 1% level, with the exception of San Francisco-Oakland-Berkeley, CA.
For San Francisco-Oakland-Berkeley, CA, the Realtor.com data show a larger inventory
than the Redfin data, suggesting that the latter do not provide good coverage. In fact, with
the Realtor.com data, we find a positive slope for San Francisco. Spatial price gradients are

negative and significant at the 1% level for almost every MSA. For Sacramento-Roseville-
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Folsom, CA and San Antonio-New Braunfels, TX, we find positive price gradients, which
is due the fact that they have especially low prices in the city center. This has already

been documented in Gupta et al. (2022).

Table D1: TOM and price gradient by MSA, 2012-2023

MSA TOM gradient Price gradient P-value TOM P-value Price N

Atlanta-Sandy Springs-Alpharetta, GA 0.060 -0.003 0.00 0.00 27,135
Austin-Round Rock-Georgetown, TX 0.105 -0.010 0.00 0.00 10,509
Baltimore-Columbia-Towson, MD 0.116 0.001 0.00 0.00 17,409
Boston-Cambridge-Newton, MA-NH 0.063 -0.007 0.00 0.00 35,391
Charlotte-Concord-Gastonia, NC-SC 0.111 -0.009 0.00 0.00 13,472
Chicago-Naperville-Elgin, IL-IN-WI 0.041 -0.006 0.00 0.00 48,296
Cincinnati, OH-KY-IN 0.059 -0.006 0.00 0.00 17,386
Dallas-Fort Worth-Arlington, TX 0.058 -0.001 0.00 0.00 34,448
Denver-Aurora-Lakewood, CO 0.153 -0.002 0.00 0.00 15,441
Detroit-Warren-Dearborn, MI 0.037 -0.001 0.00 0.30 26,769
Houston-The Woodlands-Sugar Land, TX 0.075 0.002 0.00 0.00 29,352
Las Vegas-Henderson-Paradise, NV 0.060 -0.001 0.00 0.00 8,781
Los Angeles-Long Beach-Anaheim, CA 0.044 -0.001 0.00 0.00 47,218
Miami-Fort Lauderdale-Pompano Beach, FL 0.030 -0.000 0.00 0.03 22,828
Minneapolis-St. Paul-Bloomington, MN-WI 0.092 -0.004 0.00 0.00 28,338
New York-Newark-Jersey City, NY-NJ-PA 0.022 -0.003 0.01 0.00 85,145
Orlando-Kissimmee-Sanford, FL 0.136 -0.005 0.00 0.00 12,224
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 0.069 -0.002 0.00 0.00 38,652
Phoenix-Mesa-Chandler, AZ 0.060 -0.003 0.00 0.00 20,268
Pittsburgh, PA 0.077 -0.008 0.00 0.00 20,207
Portland-Vancouver-Hillsboro, OR-WA 0.145 -0.005 0.00 0.00 15,542
Riverside-San Bernardino-Ontario, CA 0.038 -0.005 0.00 0.00 17,789
Sacramento-Roseville-Folsom, CA 0.065 0.000 0.00 0.03 12,090
San Antonio-New Braunfels, TX 0.115 0.005 0.00 0.00 13,376
San Diego-Chula Vista-Carlsbad, CA 0.068 -0.007 0.00 0.00 11,999
San Francisco-Oakland-Berkeley, CA -0.017 -0.011 0.00 0.00 18,091
Seattle-Tacoma-Bellevue, WA 0.067 -0.012 0.00 0.00 20,073
St. Louis, MO-IL 0.114 -0.002 0.00 0.00 23,567
Tampa-St. Petersburg-Clearwater, FL 0.122 -0.003 0.00 0.00 18,144
Washington-Arlington-Alexandria, DC-VA-MD-WV 0.071 -0.007 0.00 0.00 35,529

Notes: This table reports the output of regressions of time on the market in weeks on distance to the city
center; median income, property characteristics, and year-quarter fixed effects by MSA. The underlying data
is for single-family houses from Redfin. See the text for information on the data sources. Standard errors are
clustered at the year level. N stands for the number of ZIP-Code-year-month observations.

D.2 COVID

This section of the internet appendix examines how the liquidity gradient shifted in
Germany and the U.S. following the onset of COVID-19 and the widespread adoption

of remote work. Tables D2 and D3 report the baseline regression results for the periods

29



before and after 2020. In both countries, the liquidity gradient became significantly
flatter, consistent with the increase in working from home. Figures D2a and D2b show
how the coefficient on distance to the city center evolved between 2018 and 2023. In
both Germany and the U.S., the liquidity gradient nearly disappeared in 2021 and 2022,

but began to rise again afterward.

Table D2: TOM gradients before and after COVID, Germany (2012-2024)

D 2) 3)
Full sample Pre-2020 Post-2020
Distance to center (in km) 0.24%** 0.26%** 0.13%%**

(0.03) (0.03) (0.04)
City x Year-quarter FE v v v
Property characteristics v v v
N 84,292 60,377 23,914
Adj. R? 0.13 0.14 0.29
Mean(TOM) 13.51 13.46 13.61

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks.
The list of property characteristics controls is available in Internet Appendix A.1. Regressions are based on the
matched sample for all cities covering the period between 2012 and 2024. Standard errors (in parentheses)
are clustered at the city-year level. x: p < 0.1; xx: p < 0.05; x*x : p < 0.01.

Table D3: TOM gradients before and after COVID, U.S. (2012-2023)

(D (2) (3)
Full sample Pre-2020 Post-2020
Distance to center (in km) 0.06%** 0.08%*** 0.02%**
(0.003) (0.004) (0.004)

MSA x Year-month FE v v v
State FE v v v
Property characteristics v v v

N 745,469 487,556 257,913
Zip-codes 5,452 5,450 5,440
Adj. R? 0.46 0.44 0.38
Mean(TOM) 7.48 8.70 5.18

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks.
Regressions are based on data for the 30 largest MSAs covering the period between 2012 and 2023. Standard
errors (in parentheses) are clustered at the city-year level. x: p < 0.1; %% : p < 0.05; xxx: p < 0.01.
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Figure D2: Variation over time in the TOM gradient, U.S. and Germany (2018-2023)
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Notes: These plots display outputs by year of Regression (1) on time on the market (TOM), measured in weeks.
Regressions are based on data for the 30 largest MSAs for the U.S. and for the 5 German cities covered by our
sample. 90% Confidence bands are constructed using standard errors clustered at the city-year level.

D.3 Different housing types

This section of the internet appendix presents the results for the liquidity gradient
across different housing types. Table D4 reports the coefficient on distance to the city
center from Regression (1), using time on the market as the dependent variable for our
sample of five German cities: single-family houses (columns 1 and 2) and apartments
(columns 3 and 4). To ensure comparability across housing types and due to data avail-
ability, we rely on listings data from RWI - Leibniz-Institut fiir Wirtschaftsforschung and
ImmobilienScout24 (2024) for this analysis. The results closely mirror our baseline find-
ings for Germany. Tables D5, D6, and D7 present the results for the 30 largest MSAs
in the U.S. Table D5 reports the results for the pooled sample, which includes data on
single-family houses, condos, townhouses, and multi-family houses. Table D6 reports
the results for time on the market separately by housing type, and Table D7 does so for

prices.
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Table D4: Time on the market and distance to the city center by housing type, Germany (2012-

2024)
(€] (2) 3) (€))
Single-family Single-family Apartment Apartment
Distance to center (in km) 0.074%** 0.066%*** 0.068***  (0.059%***
(0.018) (0.018) (0.016) (0.019)

City x Year-quarter FE v v v v
Property characteristics v v
N 129,427 129,427 192,512 192,512
Adj. R? 0.04 0.06 0.05 0.07
Mean(dependent variable) 4.87 4.87 4.80 4.80

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks.
Property characteristics controls are: living area, building year category, type of property, type of heating
system and whether the house is under monument protection. Regressions are based on the full sample of
listings from RWI - Leibniz-Institut fiir Wirtschaftsforschung and ImmobilienScout24 (2024) for all cities in
our sample covering the period between 2012 and 2024. Standard errors (in parentheses) are clustered at the
city-year level. * : p < 0.1; %% : p < 0.05; % *x : p < 0.01.

Table D5: Time on the market and distance to city center, U.S.: all housing types (2012-2023)

(@9) 2) (3 @) (5) (6)
TOM TOM TOM TOM TOM TOM
Distance to center (in km) 0.02%** 0.04*** 0.03***

(0.004) (0.003) (0.003)

Travel time to center (in min) 0.02%** 0.05%** 0.04%**
(0.006) (0.004) (0.004)

MSA x Year-month FE v v v v v v
Property type FE v v v v v v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v

N 1,331,457 1,325,016 1,325,016 1,331,457 1,325,016 1,325,016
ZIP Codes 5,124 5,107 5,107 5,124 5,107 5,107
Adj. R? 0.35 0.38 0.39 0.35 0.38 0.39
Mean(TOM) 7.53 7.50 7.50 7.53 7.50 7.50

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks. The
first three columns show the results for distance to the city center measured in kilometers, while the last three
columns show the results for the car travel time to the city center measured in minutes. Regressions are based
on data for the 30 largest MSAs covering the period between 2012 and 2023. Standard errors (in parentheses)
are clustered at the MSA-year level. : p < 0.1; %% : p < 0.05; % xx: p < 0.01.
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Table D6: Time on the market and distance to the city center by property type, U.S. (2012-2023)

D (2) 3) 4
Single-family Condos Multi-family Townhouse
Distance to center (in km) 0.04*** 0.02%** 0.03*** 0.03***
(0.003) (0.004) (0.006) (0.003)
MSA x Year-month FE v v v v
State FE v v v v
Property characteristics v v v v
Demographic controls v v v v
N 673,308 317,842 89,909 243,822
ZIP Codes 4,941 2,420 908 1,842
Adj. R? 0.49 0.40 0.26 0.33
Mean(TOM) 7.46 7.68 9.25 6.72

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks. The
four columns show the results for distance to the city center measured in kilometers. Regressions are based on
data for each property type separately for the 30 largest MSAs covering the period between 2012 and 2023.
Standard errors (in parentheses) are clustered at the MSA-year level. x: p < 0.1; %% : p < 0.05; xxx : p < 0.01.

Table D7: Log sales prices and distance to the city center by property type, U.S. (2012-2023)

€Y (2) 3) 4
Single-family = Condos  Multi-family Townhouse
Distance to center (in km)  -0.002***  -0.001***  -0.004*** -0.001%**
(0.000) (0.000) (0.000) (0.000)
MSA x Year-month FE v v v v
State FE v v v v
Property characteristics v v v v
Demographic controls v v v v
N 673,308 317,842 89,909 243,822
ZIP Codes 4,941 2,420 908 1,842
Adj. R? 0.91 0.83 0.90 0.90
Mean(Log price) 12.70 12.34 12.84 12.50

Notes: This table displays the output of Regression (1) on log sales prices. The four columns show the results
for distance to the city center measured in kilometers. Regressions are based on data for each property type
separately for the 30 largest MSAs covering the period between 2012 and 2023. Standard errors (in paren-
theses) are clustered at the MSA-year level. *: p < 0.1; %% : p < 0.05; %% : p < 0.01.
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D.4 Alternative city boundary definitions

In this section of the internet appendix, we present the results based on the sample
of the 30 largest FUAs (functional urban areas) for U.S. cities (see Moreno-Monroy,
Schiavina, and Veneri, 2021), retrieved via the GHSL database (Schiavina et al., 2019),
which define cities based on commuting flows, following the EU-OECD definition from
Dijkstra, Poelman, and Veneri (2019). Columns 1 and 2 of Table D18 (further below)
show the results using distance to the MSA city center definition, while columns 3 and
4 show the results using distance to the FUA city center definition, which measures the

location with the highest residential built-up volume within the FUA.

Table D8: Price and liquidity gradients for functional urban areas, U.S. (2012-2023)

(D (2) (3) 4
TOM Price TOM Price
Distance to MSA center (in km) 0.021*** -0.001***
(0.004) (0.000)

Distance to FUA center (in km) 0.023*** .0.001***
(0.003) (0.000)

FUA x Year-month FE v v v v
State FE v v v v
Property characteristics v v v v
Demographic controls v v v v

N 647,770 647,770 647,770 647,770
ZIP Codes 4,735 4,735 4,735 4,735
Adj. R? 0.52 0.92 0.52 0.92
Mean dependent variable 7.06 12.75 7.06 12.75

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks,
and log sales prices. The four columns show the results for distance to the city center measured in kilometers.
In the first two columns, the distance is measured to the city hall of the respective MSA, while in the last
two columns, the distance is measured to the location with the highest residential built-up volume within
the functional urban area (FUA). The regressions are based on data for single-family dwellings in the 30
largest FUAs for the period 2012-2023. Standard errors (in parentheses) are clustered at the FUA-year level.
x:p<0.1;%%:p<0.05; %+ : p <0.01.
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In addition, we also compare the results across different cutoffs for the size of the
MSAs. In the baseline analysis, we restrict the sample to observations within a 70 km
radius of MSA city centers to avoid including very sparsely populated areas. To show
that our results are not driven by this specific cutoff, we re-estimate equation (1) using
alternative distance thresholds. The results are presented in Table D9 and show a clear

consistency in the significance and magnitude of the coefficient on distance to center.

Table D9: Liquidity gradients with different city sizes, U.S. (2012-2023)

ey (2) (3) 4
< 50km < 70km < 90km Full sample
Distance to center (in km) 0.04*** 0.05%** (0.06*** 0.05%**
(0.006) (0.005) (0.004) (0.003)

MSA x Year-month FE v v v v
State FE v v v v
Property characteristics v v v v

N 513,276 607,445 649,795 673,308
ZIP Codes 3,773 4,463 4,770 4,941
Adj. R? 0.51 0.49 0.48 0.47
Mean(TOM) 6.88 7.11 7.29 7.46

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks. The
four columns show the results for distance to the city center measured in kilometers. The first column is based
on the regression using only observations within 50km of the city center,; the second only observations within
70km, the third only 90km and the fourth considers all observations. The regressions are based on data for
single-family dwellings in the 30 largest FUAs for the period 2012-2023. Standard errors (in parentheses)
are clustered at the MSA-year level. x: p < 0.1; %% : p < 0.05; xxx: p < 0.01.

D.5 Alternative city center definitions

In this section of the internet appendix, we present the results for the baseline Re-
gression (1) using distance to alternative definitions of the city center. Table D10 (fur-
ther below) shows the results for Germany. Table D18 shows the results for the U.S. in
Columns 1 and 2, which we report together with our results on focal locations as multiple

alternative city centers.
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Table D10: Price and liquidity gradients using alternative city centers, Germany (2012-2024)

(1 (2) (3) ) (5) (6)
TOM TOM TOM Price Price Price
Distance to center (in km) 0.31*** 0.25%** (0.20*** -0.04*** -0.05%** -0.04***
(0.05) (0.03) (0.03) (0.00) (0.00) (0.00)

City x Year-quarter FE v v v v v v
Property characteristics v v v v
Borough FE v v

N 58,326 58,326 58,326 58,326 58,326 58,326
Adj. R? 0.05 0.13 0.13 0.23 0.84 0.86
Mean(dep. variable) 14.03 14.03 14.03 12.45 12.45 12.45

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks, and
log sales prices. The six columns show the results for distance to the city center measured in kilometers. The
distance is measured to the centroid of the business district with the highest land value (Bodenrichtwert) in
the city. The list of property characteristics controls is available in Internet Appendix A.1. The regressions are
based on data for apartments in Hamburg, Cologne, Frankfurt, and Duesseldorf for the period 2012-2024.
Standard errors (in parentheses) are clustered at the city-year level. : p < 0.1;%x: p < 0.05; % : p < 0.01.

D.6 Alternative travel time estimates

In our main analysis, we use car travel times from openrouteservice. Here, we also
present our regression results using travel times obtained from Google Maps. We retrieve
car travel times and public transport travel times to the city center. In Tables D11 and D12,
we present the results for Germany, using Google car travel times and public transport
times, respectively. The results are both quantitatively and qualitatively similar to those
in our baseline analysis.

We then perform the same analysis for the United States. The results are shown in
Tables D13 and D14. For car travel times, we find that the results remain unchanged
compared to the baseline. For public transport, however, we find that both time on the
market and price gradients are considerably smaller. This is probably due to the fact

that only a small part of the population uses public transport to commute in some U.S.
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cities, meaning that it serves as a poor proxy for actual commuting costs. In the United
States, only about 5% of the population uses public transport to commute to work daily

(Burrows, Burd, and McKenzie, 2021).

Table D11: Liquidity and price gradients with Google car travel times, Germany (2012-2024)

(D (2) (3) @ (5) (6)
TOM TOM TOM Price Price Price
Google travel time (in min) 0.15*** 0.10*** 0.08*** -0.02*** -0.02*** -0.02%**
(0.02) (0.01) (0.02) (0.00) (0.00) (0.00)

City x Year-quarter FE v v v v v v
Property characteristics v v v v
Borough FE v v

N 84,292 84,292 84,292 84,292 84,292 84,292
Adj. R? 0.04 0.13 0.13 0.30 0.86 0.88

Mean(dependent variable) 13.51 13.51 13.51 12.60 12.60 12.60

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks,
and log sales prices using Google car travel times to measure commuting time to the city center. The list of
property characteristics controls is available in Internet Appendix A.1. The regressions are based on data for
apartments for the five cities in our sample in the period between 2012-2024. Standard errors (in parentheses)
are clustered at the city-year level. x : p < 0.1; %% : p < 0.05; x** : p < 0.01.

Table D12: Liquidity and price gradients with public transport travel times, Germany (2012-2024)

1) (2) 3) ) (5) (6)
TOM TOM TOM Price Price Price

Public transport travel time (in min) 0.09*** 0.06*** 0.04*** -0.01*** -0.01*** -0.01***
(0.01D) (0.01) (0.0D) (0.00) (0.00) (0.00)

City x Year-quarter FE v v v v v v
Property characteristics v v v v
Borough FE v v

N 84,292 84,292 84,292 84,292 84,292 84,292
Adj. R? 0.04 0.13 0.13 0.29 0.85 0.87
Mean(dependent variable) 13.51 13.51 13.51 12.60 12.60 12.60

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks, and
log sales prices using Google public transport travel times to measure commuting time to the city center. The
list of property characteristics controls is available in Internet Appendix A.1. The regressions are based on
data for apartments for the five cities in our sample in the period between 2012-2024. Standard errors (in
parentheses) are clustered at the city-year level. *: p < 0.1; %% : p < 0.05; x*x : p < 0.01.
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Table D13: Liquidity and price gradients with Google car travel times, U.S. (2012-2023)

€] 2 3 @) (5) (6)
TOM TOM TOM Price Price Price
Google car travel time (in min) 0.034*** 0.069*** 0.049*** -0.003*** -0.003*** -0.002***
(0.0078) (0.0065) (0.0068) (0.0005) (0.0003) (0.0003)
MSA x Year-month FE v v v v Ve v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v
N 609,020 607,445 607,445 609,020 607,445 607,445
ZIP codes 4,464 4,463 4,463 4,464 4,463 4,463
Adj. R? 0.46 0.49 0.51 0.57 0.88 0.91
Mean(dependent variable) 7.13 7.11 7.11 12.73 12.73 12.73

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks, and log
sales prices using Google car transport travel times to measure commuting time to the city center. The regressions
are based on data for single-family houses for the 30 largest MSAs in the U.S. in the period between 2012-2023.
Standard errors (in parentheses) are clustered at the MSA-year level. x: p < 0.1;%x: p < 0.05; x*x: p < 0.01.

Table D14: Liquidity and price gradients with public transport travel times, U.S. (2012-2023)

€] 2 3 @ (5) (6)
TOM TOM TOM Price Price Price
Public transport travel time (in min)  -0.001  0.006*** 0.005*** -0.001*** -0.001*** -0.001%***
(0.0016) (0.0009) (0.0008) (0.0001) (0.0001) (0.0001)
MSA x Year-month FE v v v Ve v v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v
N 451,243 450,041 450,041 451,243 450,041 450,041
ZIP codes 3,335 3,334 3,334 3,335 3,334 3,334
Adj. R? 0.48 0.52 0.52 0.58 0.89 0.92
Mean(dependent variable) 6.77 6.74 6.74 12.79 12.79 12.79

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks,
and log sales prices using Google public transport travel times to measure commuting time to the city center.
The regressions are based on data for single-family houses for the 30 largest MSAs in the U.S. in the period
between 2012-2023. Standard errors (in parentheses) are clustered at the MSA-year level. x : p < 0.1; x* :

p <0.05; xxx: p<0.01.
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D.7 Properties that do not get sold

We identify listed properties that do not get sold via three steps. First, we match all
ads with transactions that occurred within the same neighborhood (Stadtteil). Each ad
is then associated with a set of potential transactions in the neighborhood. Out of these
ads, we identify those as “unsuccessful” that are associated with transactions one year
after or before the ad was published. Second, we identify ads as “unsuccessful” that are
associated with transactions for which the living area of the matched apartment differs
by more than 50%. Third, we identify ads as “unsuccessful” for which the remaining
potential matches have a living area and building year that deviate by more than 10%
and 10 years.

While this algorithm will identify listings that, with a very high probability, did not
end up in a sale, it does not identify all listings that did not end up in a sale. As such,
the algorithm presents a lower bound of “unsuccessful” ads. However, we do not have
reasons to believe that this lower bound is systematically biased across space, which is
the variation we want to explore. We focus only on the three largest cities in our German
sample — Hamburg, Munich, and Cologne — because, for the other cities, the number of
“unsuccessful” ads is too small to conduct a meaningful statistical analysis.

We first analyze the spatial distribution of unsuccessful ads, measured as the percent-
age of unsuccessful ads in terms of total ads at the city level, displayed in Figure D3. In
all three cities, the relative number of unsuccessful ads is not larger in the city center. If

anything, we see that this number slightly increases with distance to the city center.
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Figure D3: Unsuccessful ads and distance to the city center, Germany (2012-2024)
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Notes: These plots display the percentage of ads that do not result in a sale by distance to the city center with
6 equally-sized distance bins. The algorithm to identify the “unsuccessful” ads is described in the text.

To conduct a more formal assessment, we run a survival analysis on time on the
market. In other words, we test for the relationship between expected time on the market

and distance to the city center by estimating the following hazard function for time on

the market:

h(TOM;;) = ho(TOM) x exp [y x distance; + & x X; + f; + gc + &), (D1)

where ho(TOM) is the baseline hazard rate which depends on the assumption on the
functional form of the distribution of error terms ¢;. The hazard rate #/(TOM;,) denotes
the probability of property i being sold at time ¢, conditional on the seller listing the
property in that point in time, the property characteristics are X;, time fixed effects are
/1, and city fixed effects are g.. We estimate the hazard rate using various error term
distributions and present the results in Table D15. The first row of the table displays the
effect of distance to the city center on the hazard rate of time on the market, given by
its hazard ratio. Across all specifications, it is significantly larger than one, meaning that
a greater distance to the city center is associated with a longer expected time on the

market. In other words, an ad has a higher chance of “surviving” in the outskirts.
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Table D15: Expected time on the market and distance to city center, Germany (2012-2024)

Exponential Weibull Cox
Distance to center (in km)  1.013***  1.012%** 1.014%**
(0.0032)  (0.0037) (0.0037)
City x Year FEs v v v
Property characteristics v v v
N 56,279 56,279 56,279

Notes: This table displays the output of Regression (1) for three different duration models of time on the
market, measured in weeks. The first row displays the estimated hazard ratio for the predicted distance to
the city center. The regressions are based on data for apartments in Hamburg, Cologne and Munich. The list
of property characteristics controls is available in Internet Appendix A.1. Standard errors are in parentheses.
x:p<0.1;%%:p<0.05;*+x: p <0.01.

D.8 Systematic overvaluation

Table D16: Liquidity gradients, Germany (2012-2024)

) (2) (3 (€))
TOM TOM APD APD
Distance to center (in km) 0.241%** 0.241%** -0.162*** -0.158***
(0.0260) (0.0261) (0.0279) (0.0275)
Asking price discount (in %) -0.006
(0.0036)
Time on the market (in weeks) -0.014
(0.0084)
City x Year-quarter FE v v v v
Property characteristics v v v v
N 84,292 84,292 84,292 84,292
Adj. R? 0.13 0.13 0.05 0.05
Mean(dependent variable) 13.51 13.51 -1.56 -1.56

Notes: This table presents the results of Regression (1) on time on the market (TOM), measured in weeks, and
asking price discount (APD), measured as a percentage of the asking price. The list of property characteristics
controls is available in Internet Appendix A.1. The second and fourth columns additionally control for time
on the market and the asking price discount, respectively. The regressions are based on the matched sample
for all cities, covering the period from 2012 to 2024. Standard errors (in parentheses) are clustered at the
city-year level. x: p < 0.1;xx:p < 0.05; xx* : p < 0.01.
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In this section of the internet appendix, we present the regression results for the
robustness analysis regarding systematic overvaluation of apartments in the outskirts.
Tables D16 and D17 report the estimates from Regression (1) on time on the marke
and the asking price discount the asking price) for Germany and the U.S. The first and
third columns in both tables are based on the specification with the full set of controls
used in our baseline analysis. Columns two and four additionally include controls for the
asking price discount and the time on the market, respectively. As shown, the coefficients

remain largely unchanged across all specifications for both Germany and the U.S.

Table D17: Liquidity gradients, U.S. (2012-2023)

€h) (2 3) “@
TOM TOM APD APD
Distance to center (in km) 0.040*** 0.031*** -0.022*** -0.018***

(0.0032) (0.0028) (0.0017) (0.0014)

Asking price discount (in %) -0.396%**

(0.0201)
Time on the market (in weeks) -0.111%**

(0.0082)

MSA x Year-month FE v v v v
State FE v v v v
Property characteristics v v v v
Demographic controls v v v v
N 673,264 673,264 673,264 673,264
ZIP Codes 4,941 4,941 4,941 4,941
Adj. R2 0.49 0.51 0.55 0.57
Mean(dependent variable) 7.46 7.46 -1.45 -1.45

Notes: This table presents the results of Regression (1) on time on the market (TOM), measured in weeks, and
asking price discount (APD), measured as a percentage of the asking price. The second and fourth columns
additionally control for time on the market and the asking price discount, respectively. Regressions are based on
data for single-family houses for the 30 largest MSAs covering the period between 2012 and 2023. Standard
errors (in parentheses) are clustered at the city-year level. x: p < 0.1; %% : p < 0.05; xxx : p < 0.01.
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D.9 Focal ZIP Codes

Table D18: Time on the market and distance to job centers, U.S. (2012-2023)

(D (2) (3) (4) (5) (6)
TOM TOM TOM TOM TOM TOM
Distance to largest job center (in km) 0.02*** (.02%**
(0.004) (0.003)

Distance to nearest job center (in km) 0.02%**  (0.02%**
(0.005) (0.003)

Distance to nearest job center (in km) 0.02%**  (0.02%**
(0.006) (0.004)

MSA x Year-month FE v v v v v v
State FE v v v v v v
Property characteristics v v v
Demographic controls v v v

N 588,917 587,316 588,917 587,316 588,917 587,316
ZIP Codes 4,311 4,310 4,311 4,310 4,311 4,310
Adj. R? 0.46 0.51 0.46 0.51 0.46 0.51
Mean(TOM) 7.19 7.16 7.19 7.16 7.19 7.16

Notes: This table displays the output of Regression (1) on time on the market (TOM), measured in weeks,
using focal points from the job access index instead of the city center. Columns 3 and 4 assume 3 different focal
ZIP Codes, while columns 5 and 6 assume 5 different focal ZIP Codes. The regressions are based on data for
single-family dwellings in the 30 largest MSAs for the period 2012-2023. Standard errors (in parentheses)
are clustered at the MSA-year level. x: p < 0.1; % : p < 0.05; xxx: p < 0.01.

In this section of the internet appendix, we present the results of Regression (1),
allowing for multiple city centers within an MSA for the U.S. Columns 1 and 2 of Table
D18 show the results when defining a single city center based on the job access index
using data from Delventhal and Parkhomenko (2024). To obtain the job access index,
we calculate the distance-weighted average of the number of jobs that can be accessed
from a ZIP Code and normalize such that 1 represents the maximum available number
of jobs across all ZIP Codes. Columns 3 and 4 show the results when defining 3 focal

ZIP Codes per MSA as the three ZIP Codes with the highest job access index. Columns
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5 and 6 display the results when defining 5 focal ZIP Codes. Our results hold for any

definition of focal ZIP Codes.

D10 Log time on the market

Lastly, we show that our baseline results are robust to using the log of time on the
market as the left-hand-side variable (not mentioned in the main text). The results for
Germany are reported in Table D19, and those for the U.S. in Table D20. Using the log
of time on the market, which is less sensitive to potential outliers, does not change our
main findings: we continue to find a positive and highly significant time-on-the-market

gradient across all specifications.

Table D19: Log time on the market and distance to city center, Germany (2012-2024)

€y} (2) (3 G (5) (6)
Log TOM Log TOM Log TOM Log TOM Log TOM Log TOM
Distance to center (in km) 0.04%** 0.03*** 0.03***

(0.00) (0.00) (0.00)

Travel time to center (in min) 0.02%** 0.01%** 0.01%**
(0.00) (0.00) (0.00)

City x Year-quarter FE v v v v v v
Property characteristics v v v v
Borough FE v v

N 84,292 84,292 84,292 84,292 84,292 84,292
Adj. R? 0.05 0.12 0.12 0.05 0.12 0.12
Mean(TOM) 1.77 1.77 1.77 1.77 1.77 1.77

Notes: This table displays the output of Regression (1) on log time on the market (TOM). The list of property
characteristics controls is available in Internet Appendix A.1. The regressions are based on data for apartments
for the five cities in our sample in the period between 2012-2024. Standard errors (in parentheses) are
clustered at the ZIP Code level. x: p < 0.1;xx: p < 0.05; x*x : p < 0.01.
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Table D20: Log time on the market and distance to city center, U.S. (2012-2023)

(D (2) 3 @ (5) (6)
Log TOM Log TOM LogTOM LogTOM Log TOM LogTOM
Distance to center (in km) 0.003*** 0.006*** 0.005%**

(0.0007) (0.0006) (0.0006)

Travel time to center (in min) 0.004*** 0.007*** 0.005%**
(0.0007) (0.0007) (0.0007)

MSA x Year-month FE v v v v v v
State FE v v v v v v
Property characteristics v v v v
Demographic controls v v

N 609,020 607,445 607,445 609,020 607,445 607,445
ZIP Codes 4,464 4,463 4,463 4,464 4,463 4,463
Adj. R? 0.63 0.65 0.67 0.63 0.66 0.67
Mean(TOM) 1.69 1.69 1.69 1.69 1.69 1.69

Notes: This table displays the output of Regression (1) on log time on the market (TOM). The regressions are
based on data for single-family houses for the 30 largest MSAs in the U.S. in the period between 2012-2023.
Standard errors (in parentheses) are clustered at the city-year level. x: p < 0.1; %% : p < 0.05; x*x: p < 0.01.
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E Local maximum in the seller's optimization problem

To save on notation, we show that the first-order condition of the seller’s profit maxi-

mization problem provides a local maximum via

JIl ay

Y
d
dp(d)|q

—ﬁH(d)m:O (E1)

rather than the reformulated expression (6) in the main text. The second-order condition

for a local maximum is

9211 5 dy %y

a2 o) apAd)a

(p(d) — BTI(d)) < 0. (E2)

From (12), we know that
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) (p(d) - BHI(d)) <O (ES)
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or equivalently

B (E6)

where p(d) — BII(d) > O follows immediately from (6) and (12). In particular, for € ~

Ule, ],

£'(e"(d)) =0 > e P . (E7)

47



F Analytical results with more general dividend distributions

In this section, we show that the buyer reservation dividend €*(d) increases with
distance to the city center d with more general assumptions on the cumulative distribution
function of buyer dividends F than with the uniform distribution applied in the main

text. As in Section 4.3, we start from the expression for the equilibrium price (F1):

-1 B 2
0= gz (10 + o5 (1))

Plugging in the equilibrium relations between probabilities of sale and reservation divi-

dends (9) and (12), we have that

B 1-F(e'(d) B2 (1-F(e(d)))?
P)=T 2 Fe@) TA-pA-7p) fe@) FD
and, via the seller optimality condition (6),
« 2
() B (1-F(e'@)” F2)

(1-p)A—-=p)  fl(e*(d))

Plugging these results into the linear expression for buyer dividends (11) yields

)= L -FE@) B (1-F(e(@)” (1-mp (1-F(@))*
flexd) 1= f(e*(d)) (1=B)A-zp)  f(e*(d))

+1(d)+ (m—7B)W. (F3)
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Taking the derivative with respect to d gives us

et (1 ) (f(e*(d))* + £'(e"(d)) (1 — F(e*(d)))

ad (F(e*@)?
J20-FE@) (e @)+ 1 (e @) (1 —F<€*<d>>>2> _9To0. 4
(Fet) ”

Hence, for de*/dd > 0, we need

f(e"(d)) >

* 2 - *
(Fle"(@)* (24201 F(e <d>>3)’ -

(1-F(e*(d))) + (1 - F(e*(d)))

that is, f/(¢*(d)) may be negative, but not too negative. For the uniform distribution in
the main text, this holds immediately with f’(&*(d)) = 0. Another distribution commonly
used in housing search models is the exponential distribution (see, for example, Guren

and McQuade, 2020). With an exponential distribution with rate parameter A > 0,
f(e*(d)) = =A% exp(—Ae*(d)) (F6)

and

~(fle"(@)*(2+2(1 - F(e"(2)))) _ —222exp(~2A¢"(d)) — 222 exp(~3Ae*(d))
(1—F(e*(d))) + (1 —F(e*(d)))? exp(—Ae*(d)) +exp(—214e*(d)) '

(F7)

Hence, noting that

(1—F(e"(d))) + (1= F(¢*(d)))* = exp(—Ae"(d)) + exp(—2A&*(d)) >0,  (F8)

49



we have that

1 @) ((1-F(e* (@) + (1-F(e*(@))°)
= —2%exp(—21&*(d)) — A% exp(—31e*(d))

=—A? <eXp(—2)L€*(d)) +exp(—3?te*(d))> <0,
while in the numerator of (F7),

- (fe"@)*(2+2(1-F(e"(@)))

_ 9 /’Lz<exp(—27te*(d)) +exp(—3 As*(d))) <o0.

Therefore,

f(e"(@) (1= F(e"(@) + (1 - F(e"(@))*)
> (f(e*(@)* (2+2(1- F(e"(@)))

as 2 > 1 and both sides are negative, such that

(fle"(@)*(2+2(1-F(e"(@)))
2

f'(e(d) >~
© (1—-F(e*(d))) + (1 - F(e*(d)))

(F9)

(F10)

(F11)

(F12)

as desired. Even though the exponential distribution’s probability density function has a

negative slope, it is not too negative, such that our key result that reservation dividends

increase with distance to the city center still holds. The results that liquidity and prices

decrease with distance to the city center follow from this result, as shown in the main

text.
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G Extended model with bargaining

We extend our model with a bargaining process, following Carrillo (2012). With this
addition, the model features asking prices and sales prices, which allows us to form a
model notion of an asking price discount (APD), as in the internet empirical results. In
this model, the asking price discount will always be weakly negative. In the data, it can
reach positive values, however, in most cases, it is indeed weakly negative.

The search process changes as follows. When a buyer visits a housing unit, the buyer
and the seller may or may not bargain, which is determined stochastically. With prob-
ability 6, the seller does not accept counteroffers, and p(d) is a take-it-or-leave-it offer
(“no-counteroffer scenario”, subscript n). The buyer accepts or rejects the offer. If the
buyer accepts, the seller receives p(d), and the buyer receives their first housing dividend
€ and incurs their first commuting cost 7(d) in the following period. If the buyer rejects,
the seller relists the property, and the buyer visits a new housing unit in the following
period. With probability 1 — 0, the buyer can bargain by making a take-it-or-leave-it
counteroffer o(d) to the seller (“counteroffer scenario”, subscript c). If the buyer makes a
counteroffer, the seller accepts or rejects the offer. The outcomes of accepting or rejecting

the offer are analogous to those in the no-counteroffer scenario.

Changes in the seller’s problem. The seller maximizes their expected profit I1(d) over
an asking price p(d) and a reservation value r(d). We assume that buyers have perfect
information about sellers’ decision problems. Hence, in the counteroffer scenario, the
offer o(d) is equal to the seller’s reservation value r(d), as this offer corresponds to the
lowest price the seller is willing to accept. In the following, we denote by 7,(d) the

probability that a buyer is willing to buy in the no-counteroffer scenario. The analogous
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probability in the counteroffer scenario is y.(d). The expected profit is

(d) = 0 (W(d)p(d) + (1= 1(d)) BTI(A) )

+ (1-6) (ve(d) max [r(@), BTI()] + (1 %e(@)BII(@) ).~ (G1)
Changes in the buyer’s problem. The buyer’s search value is given by
W =E;¢[0V,(d,€)+ (1—0)V.(d,e)]. (G2)
The buyer’s value in the no-counteroffer scenario is given by
Vi(d,€) = max [V(d,€) — p(d),BW]. (G3)
The buyer’s value in the counteroffer scenario is given by
V(d,e) =max [6(d)(V(d,e) —o(d)) + (1—-8(d)) (BW),BW], (G4)

where §(d) denotes the probability that the seller accepts the buyer’s counteroffer. The
seller always accepts the optimal counteroffer o(d) = r(d). Hence, 6 (d) = 1 at all distances

to the city center in equilibrium.

G1 Equilibrium in the extended model

Seller’s optimization. Since the counteroffer o(d) = r(d) is the lowest price that the

seller is willing to accept, the seller’s reservation value r(d) = BII(d). The expression for
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the expected profit (G1) then simplifies to

I1(d) = 0%.(d)p(d) + (1 — 0%(d))r(d). (G5)

Optimizing with regard to the asking price p(d) yields

(d)
d)=rd)— —=—+ G6
=D Gy apais o
and plugging the condition r(d) = BII(d) into (G5) yields

C1-B(1-6%(d)’

The pair of the optimal asking price and reservation value for a given distance to the city

center solves equations (G6) and (G7) simultaneously.

Buyer’s optimization. Via the buyer value function in the no-counteroffer scenario
(G3), we define a reservation dividend g (d) such that a buyer is indifferent between

buying a housing unit and continuing to search:

V(d,g,(d))—p(d) = BW. (G8)

Analogously, via the buyer value function in the counteroffer scenario (G4), we define a

reservation dividend €] (d) such that

V(d,g;(d)) —r(d) = BW. (G9)
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Probability of sale. The probability of sale conditional on a bargaining scenario is

equal to the probability that the buyer’s idiosyncratic dividend is above their respective

reservation dividend. Hence, in the no-counteroffer scenario,

and in the counteroffer scenario,

I . g
.- @D G

By proceeding as in the main text, we get

1—np
B

g(d) = p(d)+1(d)— (1—n)II(d)+ (x — nf)W

and

Analogous relations hold for the counteroffer scenario.
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G.2 Analytical results in the extended model

Again, we start with auxiliary derivations, applying € ~ U|¢,€]. First, Lemma 1 en-
ables us to simplify expressions that contain reservation dividends and probabilities of

sale.

Lemma 1. The buyer reservation dividends in the counteroffer scenario and the no-counteroffer

scenario relate as €}(d) = 2¢,;(d) — €. The probabilities of sale in these two scenarios relate

as Y.(d) = 2v.(d).

Proof. Using the buyer indifference conditions (G8) and (G9) together with the linear

expression of the buyer value function (10), we have that

g (d) = 1 _ﬂnﬁp(d) +1(d) — (1 —x) (TI(d) + W) + (1 — B)W (G15)
and
e*(d) = - ‘ﬁ”ﬁ H(d)+1(d)— (1—7) (Td) + W)+ (1—7B)W.  (G16)

With the seller optimality condition (G6), the equilibrium relation between probabilities
of sale and reservation dividends in the no-counteroffer scenario (G10), and the value

of the derivative in (G14), we get

E-¢(d)
].—ﬂ«'ﬁ E_g
== <1n5 - ) (G18)

55



which means that

£*(d) = 2¢7(d) - . (G19)

(4 n

Translating the reservation dividends back into probabilities of sale, we have that

E—(E—€)y(d)=2(E—(E—&)n(d)) —¢ (G20)

and hence y.(d) = 2y,(d). O

Lemma 2. The reservation dividends in the no-counteroffer scenario €;(d) and in the

counteroffer scenario €}(d) increase with distance to the city center d.

Proof. We know from (G13) that

1-np
B

g(d) = p(d)+t(d)— (1—n)[I(d) + (7 — nf)W.

Analogously to the main derivations, we reformulate the asking price p(d) and the ex-
pected profit from reselling the property Il(d) in terms of the reservation dividend & (d).

First, we combine the seller optimality conditions (G6) and (G7) and get

~ (1-B)m(@) +BoY;(d)
P ==Y (amfop@la) (G20

Expressing the probability of sale ¥,(d) and the derivative dv,/dp(d)|; in terms of the

reservation dividend g (d) using the equilibrium relations (G10) and (G14), we have

56



that

B(E—e(d)  B26(E—g(d)”

PO= T AR o
Next, using the seller’s conditions (G5) and (G6), we get

I/dp(d)la

which, using (G22) and again expressing the probability of sale and the derivative in

terms of the reservation dividend via (G10) and (G14), amounts to

B (e & (d))’
(1-B)(1-=B)(e—¢)

TI(d) = (G24)

Plugging these results into the linear reservation dividend expression (G13) and taking

the derivative with respect to the distance to the city center d on both sides yields

e 6 €—¢g(d) ot
— | 2+2 = =—>0 G25
ad( R P s od = (G25)
=0
and therefore d¢;/dd > 0. Via Lemma 1, also d¢}/dd > 0. O

Corollary 1. The expected profit I1(d), the asking price p(d), the seller reservation value
r(d), and E [Sales price(d)] = 0p(d)+ (1 — 0)r(d) decrease with distance to the city center

d.

Proof. Using (G24), we have that

oIl Jgr  2BO(e—¢;(d))
dd ~ dd (1-B)(1—=B)(—¢) <9 (620
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where d¢; /dd > 0 via Lemma 2. Next, using (G22), we get

dp  Jdg, B 2B*6( —¢&;(d))
dd~  ad (1—nﬁ+(1—[3)(1—7r[3)(§—§)) <0 (G27)

Proceeding as in the proof of Lemma 1, we have that

B(E—eid)  B*6(e—g(d)’

1-78 (1-B)(1-nB)(c—g) (G28)

Then,

or _ dg;  2B*6(—g(d))
dd ~  dd (1—-nB)(1-B)(E—¢g) <0 (629)

E [Sales price(d)] = 6p(d)+ (1— 0)r(d) decreases with distance to the city center, as both
the asking price p(d) and the seller reservation value r(d) decrease with distance to the

city center. [

Time on the market. The probability y,.(d) that a housing unit sells in a period is given
via the probabilities for the two bargaining scenarios and the corresponding probabilities

of sale:

Yue(d) = 01 (d) + (1 - 9)%(‘1)- (G30)

The expected time on the market at a given distance to the city center is

1

. G31
Yae(d) ( )

E[TOM(d)] =

Proposition 1. The expected time on the market E[TOM(d)] increases with distance to the
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city center d in the extended model with bargaining.

Proof. Using Lemma 1 and the equilibrium relations between the reservation dividends
and the probabilities of sale (G10) and (G11), we can express the expected time on the
market in terms of the reservation dividend in the no-counteroffer scenario:

1 E—¢

E[TOM(d)] = i =0 —ed) (G32)

The derivative of the expected time on the market with respect to the distance to the

city center amounts to

JE[TOM] 9Je; E—¢ f e 2
3~ 9d36 (e—g;(d)) “>0. (G33)

Intuition. See main text.

Asking price discount. The expected asking price discount at a given distance to the

city center is

E[APD(d)| = 6 x APD,(d)+ (1 —6) x APD.(d) = (1 — 0) x APD.(d), (G34)

where the asking price discount in the no-counteroffer scenario APD,(d) = 0. We de-
fine the asking price discount in the counteroffer scenario analogously to our empirical

measure as

(G35)
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Proposition 2. Given that the probability of no counteroffer 6 € (0, 1), the expected asking

price discount E[APD(d)] < 0 becomes more negative with distance to the city center d.

Proof. If 6 =1, then the asking price discount is always equal to zero, as the probability
of being in the no-counteroffer scenario is equal to one, and hence the asking price is
the same as the sales price at all distances to the city center. This corresponds to the
setup in the main model. In the following, we consider 6 < 1. Using the expression for

the optimal reservation value r(d) of a seller (G7), we have that

BOw(d)pd) p(d)

1-B(1-607%(d)) 1
APD,(d) = — _ ~1)<o0. (G36)
@) p(d) 1—ﬁ+ﬁ9%n§d>£<6—)/
=0

Hence, the expected asking price discount E[APD(d)| = (1— 6)APD.(d) < 0. The deriva-

tive of E[APD(d)| with respect to the distance to the city center amounts to

JE[APD| _ JE|APD,] g—gi(d)\ 2 BO dg
od  ad _(1‘ﬁ+ﬁ9 §_§> sgod PO (G
;6 <0
provided that 6 > 0. -

Intuition. As for the time on the market, the relevant condition for liquidity in the form
of the asking price discount to decrease with distance to the city center is that reservation
dividends increase with distance to the city center. In principle, both the asking price and
the seller reservation value decrease with distance to the city center (see Corollary 1).
For the expected asking price discount to become more negative with distance to the city

center, we need that the seller reservation value decreases more steeply with distance to
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the city center than the asking price.?® Why is this condition fulfilled? Recall from the
seller optimization that the reservation value is equal to the discounted profit of the next
period in equilibrium, as otherwise, the seller would always reject the buyer’s optimal
counteroffer. For the asking price discount to become more negative with distance to the
city center, we, therefore, need that the expected profit decreases more steeply than the
asking price.?? A formal proof of this statement follows shortly. Intuitively, we can express
the expected profit in terms of the probability of sale and the asking price. Since both
the probability of sale and the asking price decrease with distance to the city center and
the expected profit is composed of the two, the expected profit decreases more steeply
than the asking price alone. Proof: the expected profit decreases more steeply with distance

to the city center than the asking price. Via (G5), we can express the expected profit as

I(d) = 6%(d)p(d) + (1 — 0%(d)) BTI(d),

28Formally,

JE[APD] a(ﬂ) or 1 dp r
“od (1m0 =01-0) d p(d)  3d (pa))? )’ 05

such that for the expected asking price discount to decrease with distance to the city center, we need

dr/dd - dp/ad

) (G39)
rd) — p(d)
<0 <0
where both sides of the expression are < 0 due to Corollary 1.
29Formally,
d(pM)/ad
dr/dd (B11)/ _ oll/dd dp/dd (G40)

rd) — PI(d) (d) = p(d)
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since the seller’s reservation value r(d) = BI1(d) via the optimal counteroffer of the buyer.

Then,
61(d)p(d)
I1(d (G41)
D=1 epy(d)
and
o (1=B+0B%() (054 p(d) + 0% () %) — 62T (d)p(d) 2
od (1-B+6Bn(d)" '
The proportional derivative of I1(d) with respect to d is then
0B)(dy./dd
oN1/9d _ 9y,/9d  Ip/od (6B) (91/0d) ' (G43)
) w@d) ~ pld) 1-B+6B1.(d)
—— N — ~ v
<0 <0 <0
Statement (G40) says that
dll/dd dp/ad
< , (G44)
[(d) — p(d)
for which to hold we need that
0B)(dy,/dd
W(d)  1=B+6B%(d)
As dv,/dd < 0, this expression simplifies to
! op (G46)

W(d) " 1- B+ 6pr(d)’
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or equivalently

1-B>0, (G47)

o11/od _ dp/ad
> I1(d) p(d)

which is true, since 8 € (0,1). Therefore , as required. O

Relation between time on the market and asking price discount. Via the proofs of
Propositions 1 and 2, we can directly derive that housing units that spend more time on
the market also sell at more negative discounts. Thus, lower liquidity in one measure

corresponds to lower liquidity in the other measure.

Corollary 2. Given that the probability of no counteroffer 6 € (0,1), the model correlation
between the expected asking price discount E[APD(d)] and the expected time on the market

E[TOM(d)] is negative.

Proof. We start by expressing the asking price discount in terms of the time on the

market. From the proofs of Propositions 1 and 2 we have that

E[aPD(d)] = — P 1

= 56 (G48)
1-B+ (2—0)E[TOM(d)].

Provided that 6 € (0, 1), the derivative of the expected time on the market with respect

to the expected asking price discount, given a distance to the city center d is then

JE[APD] pe 2 Bo -
OE[TOM(d)]|s \(1 —b (2— 9)E[TOM(d)]> 2 o (E [TOM(d)D J(ﬁ<—01) <0.
>0
(G49)
O
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H Equilibrium existence and uniqueness

We show existence and uniqueness of an equilibrium in the extended model. The

main model is obtained by setting the probability of the no-counteroffer scenario 6 = 1.

HA1 Equilibrium existence

First, we show the existence of a solution. Evidently, we find a solution numerically,
nevertheless, we prove its existence formally, following Krainer (2001). As in (10), we

can express the buyer’s value in the extended model as

<e—r(d)+ (1-n) (H(d)+W)>. (H1)

Hence, V(d,€) is linear in € and there exist reservation dividends as defined in the buyer
indifference conditions (G8) and (G9). In what follows, we express the other endoge-
nous variables in terms of the buyer’s reservation dividends, the model parameters, and
the travel cost function to prove uniqueness of the solution. The fact that reservation
dividends exist then implies that a solution also exists, as the remaining objects listed in

the previous sentence are exogenous.

H.2 Equilibrium uniqueness

To show uniqueness, we follow Vanhapelto and Magnac (2024), showing that two
possible ways of expressing the value of search allow for only one pair of the buyer
reservation dividends {¢;(d), €} (d)} at every distance to the city center such that both of
these expressions hold. The first expression decreases in the buyer reservation dividends,

whereas the second expression increases. Hence, given a set of parameters and a travel
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cost function, the model’s solution is unique, as we express all endogenous variables in
terms of parameters, the exogenous travel cost, and the endogenous buyer reservation

dividends.

Expression 1. We set up the first expression for the value of search in terms of the

buyer reservation dividends via the definitions (G2), (G3), and (G4):

W =E;[0max [V(d,e)— p(d),BW]| + (1 - 6) max [V(d,e) — r(d),BW]], (H2)

and hence

1

W13

Ey¢[6max [V(d,€) — p(d) — BW,0] + (1 — 6) max [V(d,e) — r(d) — BW,0]].

(H3)

Next, we express the relations within the max operators in terms of the buyer reservation
dividends. Note that when the buyer indifference conditions (G8) and (G9) hold, we

have that

W =V(d,&,(d)) —p(d) = V(d,e:(d)) —r(d). (H4)

Inserting the linear buyer value (H1), we get

BW = (e; (d)—t(d)+ (1 —7) (T1(d) +W)) —p(d) (H5)
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and

BW = 1 —Bnﬁ (ec*(d) —1(d)+ (1 — =) (TII(d) +W)> —r(d). (H6)
Hence,
B . B B(1—m) B (1-B)
g @) = T @ - g @+ = W) )
and
B . B B(1—m) B (1-B)
1_7”386((1):1_”[31((1)— 1= 7B I1(d) + 1-7p W +r(d). (H8)

Again using (H1), we can express the sum within the first max operator from (H3) as

V(d.e) = p(d) — BW =5 —ﬁn[}€+ -7 _ﬁnﬁ t(d)+ ﬁl(l_;g) 11(d) — p(d) — ”’i(_lgﬁm
Then, via (H7), we get
V(d,e)—p(d)—BW 1—B7rﬁ8_ 1_ﬁnﬁsj(d) = 1_[57[[3 (e—¢g(d)). (H9)

P (e—¢€(d)). (H10)
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We can then express the value of search from (H3) as

Eq.¢ | 6 max [

B
1—np

which decreases in ¢ (d) and €] (d).

Expression 2. We set up the second expression via the buyer indifference conditions
First, using the linear form of the buyer value (H1), we can express the indifference

condition for the no-counteroffer scenario (G8) as

W= (&5(d) ~o(d) + (1 m)11(d) -

= b p(d)). (H12)

We can express the price and the profit in terms of the reservation dividend in the no-

counteroffer scenario via (G22) and (G24), such that

L (e oty T TBIBOE ()
W= g (280 -e- s R TEES ). o

Hence,

oW 2 2BoE-&(d)
dei(d)ly m—np (1-B)(1—-np)(E—¢g)

> 0. (H14)

Via Lemma 1, also 0W /d¢€(d)|;> 0. Since Expression 1 for the value of search decreases
in both reservation dividends and Expression 2 increases in both reservation dividends,
there can only be a single pair of reservation dividends {¢;(d), €} (d)} at a given distance
to the city center such that Expression 1 and Expression 2 hold simultaneously. With W

being constant across space, it immediately follows that this holds for all distances.
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I Model solution method

The equilibrium condition (4), which describes the value of search W as an expecta-
tion over distances to the city center and idiosyncratic dividends, and the equilibrium
conditions (2), (6), (8), and (9), which have to hold for all distances to the city center
d® € 2%, constitute the relevant system of 1+ z x 4 equations. Solving the system as it is
via standard solvers brings up problems of numerical instability due to the high degree
of non-linearity involved. Hence, we instead iterate over the value of search to find a
value that is consistent with (2), (6), (8), and (9) at each d2 € 2A.

We implement the iteration as follows. First, we initialize an arbitrary guess for the
value of search. Given this guess, we solve (2), (6), (8), and (9) for all d® € 92, We

update the guess via

W= ¥ o) (v(@h DG - pa) + (1-v@) (W), )
dbez?

using that a buyer purchases a housing unit at ¢ with probability of sale y(d*) and
continues to search with probability 1 —y(d*), which follows the alternative definition of
the value of search in Krainer and LeRoy (2002) and is simply a rewritten version of the
expectation in (4). This expression only requires information from (2), (6), (8), and (9).
The new guess for the value of search is then set to W, and the whole process is repeated
until W = W up to a fixed iteration tolerance. In principle, convergence is not necessarily
guaranteed by the standard contraction mapping theorem, even though (1 —y(d*))B < 1,
as the entire right-hand side of (I1) depends on W. In practice, convergence is not
a problem and we obtain fast and reliable solutions, which allows us to estimate the

model’s structural parameters without problems.
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) Additional model results

)1 Variance of time on the market across space

An additional prediction of our model mentioned in Section 4.3 is that the variance
of time on the market increases with distance to the city center. To see this, consider
the variance of the geometric distribution that results from the multiplication of sale
probabilities over time, together with the equilibrium relation (9) between probabilities

of sale and reservation dividends:

1—ya) 2= e (d)—¢

Var[TOM(d)] = —— D) = 2 _ (5_¢) = )
e—¢e*(d —¢&*
() (e) E-e')
Taking the derivative with respect to the distance to the city center yields
IVar[TOM(d)] de* _  (E—&*(d))>+2(E—e"(d))(e*(d) —¢)
dad - dd (8—§) (E—S*(d))4 >0 (JZ)
~0

with auxiliary result (16) that the reservation dividend €*(d) increases with distance to
the city center. Intuitively, with a lower probability of a successful sale in the outskirts, a
higher variability in success rates can realize, and therefore also a higher variability in
time on the market.

We test this prediction of the model using transaction-level data from Germany. To
focus on the relationship between distance to the city center and the variance of time on
the market we estimate Regression (1) with time on the market as the dependent variable.
We then use the squared residuals as our measure of time on the market variance, having

accounted for differences in property characteristics. Finally, in Figure J1, we plot the
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Figure J1: Variance of time on the market and distance to the city center, Germany (2012-2024)
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Notes: This binned scatter plot shows the relation between the variance of the residualized time on the market
and distance to the city center, using 15 equally-sized distance bins. The data points are calculated using the
main specification of Regression (1). The binned scatter plot is produced following Cattaneo et al. (2024).

squared residuals against distance to the city center. The Figure shows that the variance

increases with distance to the city center, thereby confirming the model’s prediction.

J.2 Magnitude of price vs. liquidity gradient

Another prediction of our model mentioned in Section 4.3. is that the price gradient
is larger than the liquidity gradient. For this comparison, we express both gradients in
absolute values and in relative terms for immediate comparison. For the expected time

on the market, this gradient is

‘aE[TOM] /ad‘ _ 'M/r?d , (J3)

E[TOM(d)] ¥(d)

by definition of the time on the market. Using the probability of sale y(d) here instead
of the reservation dividend €*(d) simplifies the comparison to the expression for the

relative price gradient. Using (12) and (F1), the relative price gradient amounts to

(97/94d) (1 +2(B/(1 —ﬁ))ﬂd)) . '8}//861’ J4)
| :

v(d)+ (B/(1-B)) (v(d))’ 1(d)
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This is due to the factor 2 in front of (/(1 — )), which results from the expression for
expected profit in which the seller obtains a value of selling the property in the next
period with probability (y(d))?2. This option of selling the property in the future is priced
in today. For a given increase in the expected time on the market when going further
away from the city center, the corresponding price decreases more. The demand-driven
level of liquidity, given a stationary equilibrium, will also determine market conditions in
the following period in case the seller is not able to sell their housing unit in this period.

With a successful sale in the next period, the seller then obtains the discounted profit.

Table J1: Standardized TOM and price gradients, Germany and U.S.

Country | Dataset TOM gradient Price gradient
Germany | Condos full sample 0.048 -0.202
U.s. Single-family FUA (full sample) 0.029 -0.146
U.s. Single-family MSA (50km radius) 0.048 -0.276
U.s. Single-family MSA (full sample) 0.134 -0.074

Note: This table presents regression coefficients of time on the market (TOM) and log sales price on property
characteristics with time and location fixed effects based on Regression (1). The coefficients are standardized
by the sample standard deviation of the respective variable. For Germany, the fixed effects are at the year-
quarter-city level. For the U.S., the fixed effects are at the year-month-MSA or year-month-FUA level. More
information on data sources is provided in the main text.

Table J1 provides empirical comparisons of the price and liquidity gradients for Ger-
many and the United States. The theoretical prediction that the price gradient is larger
than the liquidity gradient holds empirically, except in the U.S. at the MSA level across
the full sample. This is likely due to the spatial boundaries of some MSAs reaching very
far out, which makes the estimates noisier. With functional urban area boundaries, the
result holds, as well as when restricting the U.S.-MSA sample to a 50km radius around

the MSA center.
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).3 Welfare comparison in terms of housing prices

Figure J2: Spatial welfare loss distributions in terms of housing prices
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Notes: These plots show the welfare loss in the baseline model compared to the counterfactual model versions by
distance to the city center. Welfare is calculated as defined in (20) and scaled up to an expected lifetime value
with factor /(1 — nf3). The percentages refer to the absolute loss in welfare in the baseline model compared
to a counterfactual as a fraction of the housing price at every distance to the city center.

).4 Model sensitivity analysis

In this subsection, we provide a sensitivity analysis for our welfare estimates. First,
in Figure J3, we plot the welfare loss in the baseline model relative to the efficient model
with bootstrapped confidence bounds. As described in the main text, the confidence
intervals are narrow, which leaves us confident about our estimates. Moreover, in Figure
J4, we plot the welfare loss in the outskirts, varying the yearly discount factor ¥ between
0.935 and 0.965 and the yearly housing match persistence 7" between 0.88 and 0.92.
Each bar represents a recalibration of the model. As explained in the main text, the choice
of the discount factor leaves the welfare loss estimates unaffected, while a lower match

persistence increases the welfare loss.
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Figure J3: Bootstrapped welfare loss estimates
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J.5 Alternative travel cost calculation

In the main model, we think of a physical cost of car travel when estimating the
parameter U, consistent with the canonical monocentric city model. p then reflects a
conversion of travel time in minutes, fed into the model from our travel time estimates, to
the associated travel cost in model units. Alternatively, we can think of the travel cost in
the model as an opportunity cost which results from lost time due to traveling to the city
center. We also conceptualize this opportunity cost as translating travel time to the city
center in minutes linearly into a monetary cost. To do so, we must specify what a minute
of travel time is worth to agents in the model. We do this using the average hourly wage in
Germany and the United States. For Germany, we retrieve wage statistics via the German
Statistical Office (GENESIS database, variable code: 81000-09039). For the United States,
we retrieve wage statistics via FRED (variable code: CES0500000003, primary source:
U.S. Bureau of Labor Statistics (2025)). We keep the wage rates nominal on purpose
for a direct comparison to the nominal travel cost estimates in the main calibration. We
obtain a gross hourly wage in Germany from 2012 to 2024 of €28.33 and in the United
States from 2012 to 2023 of $27.49.

Then, we calculate the average travel time in our sample, multiplied by 2, to get a
measure of daily travel time. In our model, agents travel to and from the city center for
34 minutes per day on average in Germany and for 74 minutes per day in the United
States. Measured in terms of an opportunity cost, if we assume that the value of time lost
can be expressed in terms of wages, agents in Germany lose (34/60) x €28.33 =€16.05

per day, while agents in the United States lose $33.90 per day. The actual losses should

Ohttps ://www.destatis.de/DE/Themen/Wirtschaft/Volkswirtschaftliche-Gesamtrechnungen-Inlandsprodukt/Publikationen/
Downloads-Inlandsprodukt/statistischer-bericht-2180120.html
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be somewhat lower, since these are gross wages, and net wages are typically considerably
below gross wages. Moreover, the same words of caution as for the travel cost estimates
apply: these calculations are at the country level and likely vary to a considerable degree
at the city level, and it is not clear to what extent wages capture the opportunity cost
experienced when commuting. Hence, we conclude that, roughly speaking, opportunity

costs can serve as an alternative interpretation of travel costs.

).6 COVID experiment in the model

We test whether our baseline model can replicate the flattening of the price gradient
as documented in Gupta et al. (2022) and produce a flattened liquidity gradient as we
document in our empirical results. The COVID-19 pandemic induced a shift to working
from home. The experiment consists of varying the travel time input, which generates a
travel cost curve within the model, such that it reflects the shift in commuting patterns
induced by working from home.

Per se, we have no information available on the change in time traveled to the city
center across space within cities. Hence, we impose restrictions on the changes that
we make by using the results from Gupta et al. (2022). To get the result that prices
decrease in the city center and increase in the outskirts compared to before, the travel
cost within our model must increase in the city center and decrease in the outskirts
compared to before. A straightforward way to implement this is to let the average travel
cost stay the same while changing its spatial distribution. Then, we must only specify one
number which changes in the experiment. We impose that, keeping the average travel
time constant, the slope of the linearly approximated travel time input curve is multiplied

by some factor between 0 and 1. We add back the residuals between the original travel

75



time input curve and its linear approximation to the new tilted curve. With a factor of 1/2,
we approximately replicate the price decrease of 5-10% in the city center and the price
increase of 15-20% in the outskirts estimated for New York City in Gupta et al. (2022)

and our flattened liquidity gradients from Internet Appendix D.2, see Figure J5.

Figure J5: Results of COVID experiment in the model
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Notes: This figure shows the main model results for individual bins of distances to the city center, for the
baseline model and the COVID experiment. “TOM?” refers to (expected) time on the market. The data points
are calculated using the main specification of Regression (1), as displayed in Figure 1. The binned scatter plots
are produced following Cattaneo et al. (2024), using 15 equally-sized distance bins.
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